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Preface 
 

The Second International Symposium "Atomic Cluster Collisions: 
structure and dynamics from the nuclear to the biological scale" (ISACC 2007) 
is a satellite meeting of the XXVth International Conference on Photonic, Electronic, 
and Atomic Collisions (ICPEAC 2007, Freiburg, Germany).  This symposium is 
organized by the Frankfurt Institute for Advanced Studies (FIAS) and Gesellschaft 
für Schwerionenforschung (GSI) and will be held on July 19 - 23, 2007 at GSI, 
Darmstadt, Germany. ISACC has been recognized by the European Physical Society 
(EPS) as a Europhysics Conference.  

ISACC started as an international symposium on atomic cluster collisions in 
St. Petersburg, Russia in 2003. The ISACC 2007 will promote the growth and 
exchange of scientific information on the structure and properties of nuclear, atomic, 
molecular, biological and complex cluster systems studied by means of photonic, 
electronic, heavy particle and atomic collisions. In the symposium, particular 
attention will be devoted to dynamical phenomena, many-body effects taking place in 
clusters, molecular and biological systems, which include problems of fusion and 
fission, fragmentation, collective electron excitations, phase transitions and many 
more. Both experimental and theoretical aspects of cluster physics, uniquely placed 
between nuclear physics on one hand and atomic, molecular and solid state physics 
on the other, will be subject of the symposium. 
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SYNTHESIS AND DECAY PROPERTIES OF THE HEAVIEST NUCLEI 
 

Yu. Oganessian1 
 

Flerov Laboratory of Nuclear Reactions (JINR),  
6 Joliot Curie str., 141980 Dubna, Moscow region, Russia 

E-mail: oganessian@jinr.ru  
 
 

Predictions of microscopic models on the limits of nuclear masses and on the existence of 
“islands of stability” in the region of hypothetical superheavy elements are tested in the experiments 
on the synthesis of nuclei with Z=104-118 and N=161-177 in the reactions induced by 48Ca. The 
properties of new nuclides, together with the data for the neighboring isotopes with atomic numbers 
Z≤113 produced in cold fusion reactions, point to a strong enhancement of nuclear stability in the 
vicinity of predicted neutron shells N=162 and 184. 
 

Relatively long half-lives of the new nuclides open possibilities for the study of the strucute 
of superheavy atoms, in particular chemical properties of the new elements. Experiments on the 
observation of the so-called “relativistic effect” in the electron structure of elements 112 and 114 
using express radiochemical methods are now underway at the 48Ca ion beam. 

 
The search for the most long-lived superheavy elements in nature is aimed at the registration 

of decay of element 108 isotopes. Preliminary results of measurements of spontaneous fission rare 
events in the underground laboratory at Modane (France) are discussed in context of the maximal 
nuclear half-lives at the top of the island of stability and in context of setting up new experiments. 

 
 The study of superheavy nuclei is carried out using a set-up DGFRS installed at the beam of 

heavy ion accelerator at the FLNR (JINR, Dubna) in collaboration with the colleagues from LLNL 
(Livermore) and PSI (Villigen); experiments in the underground laboratory – in collaboration with 
CSNSM (Orsay).   
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Figure 1: The upper end of the chart of nuclei showing the shell correction energy as calculated 
by macroscopic-microscopic models and the presently known nuclei up to element 118. 

PRODUCTION AND DECAY OF SUPERHEAVY NUCLEI 
 

S. Hofmann1 
 

Gesellschaft für Schwerionenforschung (GSI),  
Planckstraße 1, D-64291 Darmstadt, Germany 

E-mail: S.Hofmann@gsi.de 
 
 

The nuclear shell model predicts that the next doubly magic shell-closure beyond 208Pb is at 
a proton number Z = 114, 120, or 126 and at a neutron number N = 172 or 184, see figure 1. The 
outstanding aim of experimental investigations is the exploration of this region of spherical 
'SuperHeavy Elements' (SHEs). Experimental methods are described, which allowed for the 
identification of elements produced on a cross-section level of about 1 pb. The decay data reveal 
that for the heaviest elements, the dominant decay mode is alpha emission, not fission. Decay 
properties as well as reaction cross-sections are compared with results of theoretical investigations. 
Finally, plans are presented for the further development of the experimental set-up and the 
application of new techniques, as for instance the precise mass measurement of the produced nuclei 
using ion traps. At increased sensitivity, the detailed exploration of the region of spherical SHEs 
will start, after first steps on the island were made in recent years. 
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RELATING CLUSTERS TO GIANT ATOMS 
 

J.-P. Connerade 
 

Imperial College London, Quantum Optics and Laser Science Group Physics Department, Prince 
Consort Road, London SW7 2BW, United Kingdom 

E-mail: atomic_clusters@compuserve.com  
 

 
One of the challenges posed by the demand for clean urban transportation is the compact and 
cyclically recoverable storage of energy in quantities sufficient for propulsion. Two promising 
routes are (a) the reversible insertion of Li+ ions inside solids for 'rocking chair' batteries or (b) the 
reversible storage of hydrogen inside suitable materials. Either way, the requirement is for a 
deformable host material with no irreversibility, which means no breaking of chemical bonds and 
(in principle) no change in the number of microstates. Such 'soft' deformations (corresponding to 
the slow polaronic distortion of a lattice) are in general highly complex, but the compressibility of 
atoms or larger systems can be studied directly in situations with simpler symmetry. Thus, the 
search for 'soft' materials leads one to consider certain types of cluster (considered here as a small 
piece of idealised solid), as well as linear or nearly-spherical structures (chains of metallofullerenes, 
for example) whose deformations (or elongations) can be computed from the Schrodinger equation. 
For this purpose, extended or 'giant' atomic models are very useful: the electronic wavefunctions of 
such systems can be regarded as a compressible working fluid with rather general properties. Such 
models allow one to construct compression-dilation cycles analogous in a rough sense to the Carnot 
cycle of classical thermodynamics. This simplified approach approach suggests that, even for 
idealised systems, there are constraints on the reversible storage and recovery of energy, and that 
(when applied to realistic structures) modelling based on such principles might help in the selection 
of appropriate materials. 
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METAL AND SEMICONDUCTOR CLUSTERS: SIZE-DRIVEN 
EVOLUTION TOWARDS METALLICITY AND HALF-METALLICITY* 

 
Julius Jellinek 

 
Chemistry Division, Argonne National Laboratory, Argonne, IL 60439, USA 

E-mail: jellinek@anl.gov  
 
 
I will present and discuss results on the phenomena of size-driven evolution towards metallicity and 
half-metallicity in clusters of nominally metallic and semiconductor elements. The analysis will be 
based on data obtained within gradient-corrected density functional theory and will include the roles 
of the cluster material, structure, and charge state. The emphasis will be on the spectra of electron 
binding energies and dipole polarizabilities as indicators of metallic and half-metallic attributes in 
finite systems.    
_________________ 
* This work was supported by the Office of Basic Energy Scienceas, Division of Chemical 
Sciences, Geosciences, and Biosciences, U.S. Department of Energy under Contract number DE-
AC-02-06CH11357. 
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MAGNETISM IN CLUSTERS 
 

A. Lyalin, A. V. Solov’yov, and W. Greiner 
 

Frankfurt Institute for Advanced Studies,  
Max-von-Laue Str. 1, 60438 Frankfurt am Main, Germany 

E-mail: lyalin@fias.uni-frankfurt.de  
 
 

The study of evolution of magnetic properties from atoms to the bulk is important for the 
development of magnetic nanomaterials with specific properties and for understanding the 
fundamental principles of spin coupling in finite and low dimensional systems. In this work we 
have performed a systematic theoretical investigation of optimized ionic structure, electronic and 
magnetic properties of La clusters within the size range N < 14 [1]. We found a giant enhancement 
of magnetism in La4, La6, and La13 clusters. We also found that the ground states of La2, La3, La5, 
La7, La9-La11, and La14 clusters possess nonzero magnetic moments, that ranged from 0.1 µB to 1.0 
µB per atom. This clearly indicates that small La clusters display magnetic behavior, even though 
bulk La has no magnetic ordering. We show that magnetism in La clusters is governed by unpaired 
valence electrons, in contrast to the local-moment magnetism in clusters of heavy rare-earth 
elements. In addition to the ground state isomers of La clusters we found an ensemble of 
energetically low-lying spin isomers. We predict an increase of the average magnetic moments for 
ensembles of La2, La3, La5, La8, La9, La11, La12, and La14 clusters with temperature due to the 
thermal population of the spin isomers. For ensembles of La4, La7, and La13 clusters, the average 
magnetic moment decreases with temperature. Such an anomalous behavior of the magnetic 
moment with temperature can be detected in Stern-Gerlach deflection experiments. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Binding energy per atom for the most stable La clusters (left); magnetic moments per 
atom for La clusters as a function of cluster size. Open circles present the results of experiment by 
Knickelbein [2] (right). 

 
We report the results of a systematic theoretical investigation of optimized structure, electronic and 
magnetic properties of linear chains of Mn atoms and organometallic sandwich clusters 
MnN(C6H6)N+1 within the size range N ≤ 6 [3]. The choice of Mn is stipulated by the fact that the 
Mn atom possesses a large magnetic moment due to the half-filled 3d electron shell, and thus, 
manganese is a good candidate for strong nanomagnets. Our calculations are based on ab initio 
theoretical methods invoking density-functional theory with the gradient-corrected exchange-
correlation functional of Perdew, Burke and Ernzerhof (PBEPBE). The standard LANL2MB basis 
set of primitive Gaussians have been used to expand the electronic orbitals formed by the 
3s23p63d54s2 outer electrons of Mn (15 electrons per atom). We show that the finite linear chains of 
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Mn atoms exhibit novel magnetic properties that differ from those of the corresponding Mn bulk 
and one-dimensional infinite chains. Thus, we demonstrate that finite one-dimensional monoatomic 
chains of Mn atoms possess ferromagnetic order in spite of the fact that the most stable crystal 
structure of Mn exhibits antiferromagnetic behaviour. We demonstrate that magnetic ordering in 
finite linear chains depends on its length and therefore can be controlled by the fixing chain’s 
geometry. We also predict enhancement of magnetism in organometallic sandwich clusters 
MnN(C6H6)N+1. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Binding energy per atom for Mn6 linear chain as a function of multiplicity 2S+1 
(right). Mulliken atomic spin densities for different spin isomers of Mn6 chain (left). Interatomic 
distances are given in angstroms. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Binding energy of linear chain as a function of length (left); magnetic organometallic 
sandwich Mn3(C6H6)4 (right). 

 
This work is partially supported by the European Commission within the Network of 

Excellence project EXCELL, and by INTAS under the Grant No. 03-51-6170. 
 
REFERENCES 
[1] A. Lyalin, A. V. Solov'yov and W. Greiner, Phys. Rev. A 74, 043201 (2006).  
[2] M. B. Knickelbein, Phys. Rev. B 71, 184442 (2005). 
[3] A. Lyalin, A.V. Solov'yov and W. Greiner, in preparation for Phys. Rev. A (2007). 
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PHYSICAL AND CHEMICAL PROPERTIES OF BINARY CLUSTERS 
 

Peter Lievens 
 

Laboratorium voor Vaste-Stoffysica en Magnetisme 
Departement Natuurkunde en Sterrenkunde, K.U.Leuven 

Celestijnenlaan 200D, B-3001 Leuven, Belgium 
E-mail: Peter.Lievens@fys.kuleuven.be  

 
 

Introducing a single transition metal atom into a small noble metal cluster may modify the 
electronic shell structure significantly. The strength of the interaction between host cluster and 
dopant atom is strongly determined by the size of the dopant (geometric stabilization) and the 
number of dopant valence electrons (electronic shell closures). The combined effect of these 
parameters is reflected in the total binding energy and the differential binding energies or 
dissociation energies. 
 

We will discuss a series of studies on transition metal doped gold, silver and copper clusters, 
produced with a dual-target dual-laser vaporization source. Size and composition dependent 
stability fluctuations are investigated with photofragmentation and mass spectrometry. Dissociation 
pathways of mass selected doped gold clusters were studied with delayed fragmentation yield 
measurements. The altered electronic structure of the doped clusters also is reflected in their 
magnetic properties, e.g., with computational evidence of quenching of the dopant magnetic 
moments for specific doped silver species. Altered chemical properties are evidenced by reactivity 
studies of doped gold and silver clusters with carbon monoxide. 

 
Acknowledgements.  This work is supported by the Fund for Scientific Research - Flanders 

(FWO), by the Flemish Concerted Action (GOA), and the Belgian Interuniversity Attraction Poles 
(IAP) research programs. 
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FROM DESIGNER CLUSTERS TO SYNTHETIC CLUSTER ASSEMBLIES 
 

S. N. Khanna1 and A. W. Castleman, Jr.2 

 
1Department of Physics, Virginia Commonwealth University, Richmond, VA 23284, USA. 

Email: awc@psu.edu  
2Department of Physics and Chemistry, Pennsylvania State University, PA 16802, U.S.A. 

Email: snkhanna@vcu.edu  
 
A promising developments in the field of clusters and nanoscience is the possibility of synthesizing 
nanoscale materials where size specific clusters serve as the elementary molecular building blocks. 
As the physical, chemical, electronic, and magnetic properties of clusters can be tuned by size and 
composition, this may provide an unprecedented ability to design customized materials. The cluster 
materials, in addition, possess intra-cluster and inter-cluster length scales leading to novel 
functionalities not available in conventional materials. While this thought has existed for more than 
two decades, its realization has been delayed by the reality that clusters are usually metastable and 
coalesce when assembled. Indeed, the only working example is the alkali-doped-fullerides where 
fullerenes marked by directional C-C bonds serve as the primary unit. Extending the fullerene 
experience to other metal and semi-conducting systems is likely to emerge as an important frontier 
in the nanoscience. 

 
The talk will focus on our efforts in this direction. I will first talk about the possibility of forming 
cluster motifs, based on metals, that are fairly stable and maintain their identity upon further 
growth.  A class of these can be classified as superatoms forming a new dimension to the periodic 
table [1-3]. I will then present a new three step protocol that combines (1) gas phase investigations 
to examine feasible units, (2) theoretical investigations of energy landscapes and geometrical shapes 
of feasible units to identify potential motifs, and (3) synthetic chemical approaches to synthesize 
and structurally characterize such cluster assemblies in the solid state. Through this approach we 
have established selected arsenic-alkali  cluster as a potential building block via gas phase 
molecular beam experiments.  Employing the idea that the particular species identified in the gas 
phase is a uniquely stable Zintl entity that could effect self-assembly, we report success in 
synthesizing and characterizing a lattice of analogous super-cluster assembled material. We 
demonstrate how the electronic properties of such assemblies can be fine tuned. 
 
The last part of the talk will highlight our recent work on aluminum-hydrogen systems where we 
have identified Al4H7

- as a potential cluster motif that is stable and exhibits the desired attributes 
needed for transforming from free clusters to clusters assemblies. The talk will also present a novel 
simple electronic structure model derived from first principal electronic structure studies that 
accounts for chemical features of metal-hydrogen assemblies and can predict global trends in the 
observed properties.  
 
REFERENCES 
[1] D.E. Bergeron, A.W. Castleman, Jr., T. Morisato, and S.N. Khanna, Science 304, 84 (2004). 
[2] D. E. Bergeron, P. J. Roach, A. W. Castleman, Jr., N. O. Jones, and S. N. Khanna, Science   
      307, 231 (2005). 
[3] J. U. Reveles, S. N. Khanna, P. J. Roach, and A. W. Castleman, Jr., Proc. Nat. Acad. Sci.  103, 
18405 (2006). 
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NANOPARTICLES, NANOTUBES AND RELATED CHEMISTRY 
 

Brian Johnson 
 

Department of Chemistry, University of Cambridge,  
Lensfield Road, Cambridge, CB2 1EW, United Kingdom 

 
 
Improved routes to the synthesis of metallic nano-particles will be described together with their 
employment in the preparation of a wide range of carbon nanotubes. The preparation of exceptional 
long nano-wires which consist of linked C60 units with a width to length aspect ration as large as 
3000 will be described. These have been found to possess a highly unusual morphology and 
composed of two nano-belts joined along the growth direction to give an L shaped cross-section. 
Possible models for their formation and growth will be discussed. 
 



Th-II-7 

 40

ELECTRONIC STRUCTURE AND THERMODYNAMICS OF GOLD 
CLUSTERS 

 
Michael Moseler1,2 

 

1Fraunhofer Institute for Mechanics of Materials  
Wöhlerstr. 11, 79108 Freiburg, Germany 

E-mail: michael.moseler@iwm.fhg.de  
2Freiburg Materials Research Center, University of Freiburg 

Stefan-Meier-Str. 21, 79104 Freiburg  
 
 
Gold clusters have attracted considerable attention during the last years. This interest has been 
triggered by several experimental studies of the peculiar nature of nanoscale gold, for instance the 
discovery of gold based catalysts by Haruta, the pronounced size evolution of reactivity found by 
Heiz or the discovery of unusually large planar gold clusters by Kappes 
.  
This contribution will present recent advances in the quantum mechanical modelling of gold 
nanoclusters and their implications for the catalytic, dimensional  and thermodynamical 
peculiarities of free gold clusters. 
 

1) Density functional theory and density funcional based tight-binding calculations [1] have 
been used for the exploration of phase transitions in small gold cluster anions [2]. Evidence 
for a novel type of dynamical coexistence namely a liquid-liquid (2D/3D) phase coexistence 
has been found. The tendency to supercooling of metastable 3D isomers will be discussed.  

   
2) The theoretical explanation of the observed reactivity of gold cluster anion towards 

adsorption of molecular oxygen provides a second example for the successful application of 
density functional theory to elucidate catalytic mechanisms [3]. Experimentally an odd-even 
oscillation in the O2 take-up of Aun

- clusters is observed (a pattern which can be easily 
explained by open spin shells). We found an explanation for anomalies in this odd-even 
pattern occurring e.g. for Au16

-
 . The reactive cluster states belong to a partial jellium model 

of the gold 6s electrons. In this model the hexadecamer anion is close to a shell closing and 
therefore behaves halogen-like. Consequently, electron donation to the oxygen dimer is 
strongly reduced resulting in the inertness of the cluster.  

 
 
REFERENCES 
[1] P.Koskinen, H.Häkkinen, S.Sanna, T.Frauenheim, G.Seifert and M.Moseler, Density-functional 
based tight-binding study of small gold clusters, New J. Phys.  8, 9 (2006) 
[2] P.Koskinen, H.Häkkinen , B.Huber, B. v. Issendorff and M.Moseler, Liquid-Liquid Phase 
Coexistence in Gold Clusters: 2D or not 2D?,  Phys. Rev. Lett. 98, 015701 (2007) 
[3] B.Yoon, P.Koskinen, B.Huber, O.Kostko, B. von Issendorff, H.Häkkinen, M.Moseler and 
U.Landman, Size-dependent Structural Evolution and Chemical Reactivity of Gold Clusters,  
Chem.Phys.Chem. 8, 157 (2007) 
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MOLECULAR ABSORPTION ON CARBON NANOTUBES 
 

María J. López, Iván Cabria and Julio A. Alonso 
 

Departmento de Física Teórica, Universidad de Valladolid, 47011 Valladolid Spain 
Email: maria.lopez@fta.uva.es  

 
 
The high specific surface area of Carbon Nanotubes, CNTs, makes them ideal candidates for 
applications and processes based on the adsorption of different molecules. We have investigated the 
basic mechanims for adsorption of several molecules on CNTs and the nature of bonding between 
the nanotube and the adsorbed molecules. This presentation will focus on two applications 
exhibiting different bonding properties of the adsorbed molecules: i) the selective removal of the 
metallic CNTs from the semiconducting ones through the chemisorption of nitronium ions and ii) 
the storage of Hydrogen for its use as the energy carrier in automotive applications. Hydrogen is 
weakly physisorbed to the nanotube.  
 
i) After more than 15 years of intense research on CNTs since its discovery, most of the pro- 
duction techniques yield bundles of CNTs of mixed radii and chiralites. However, samples of CNTs 
of well defined characteristics, specific radius and either metallic or semiconducting character, are 
required for many applications and also for basic research. Therefore, the selective production and 
separation of CNTs become key issues for further scientific and technological developments based 
on CNTs. Recently, the selective removal of the metallic, from the semiconducting, SWCNTs in the 
presence of nitronium ions (NO2

+) has been demonstrated [1]. To shed some light into this problem, 
we have performed Density Functional (DFT) calculations to investigate the adsorption mechanism 
of nitronium ions and neutral nitrogen dioxide (NO2) molecules on both metallic and 
semiconducting nanotubes. The neutral NO2 molecules bind to the tubes through weak Van der 
Waals forces which leave the tubes almost unaffected. However, the nitroniun ions bind to the tubes 
through strong charge transfer interactions (stronger for metallic tubes). Moreover, the structural 
stability of the metallic tubes (not the semiconducting ones) becomes compromised upon adsorption 
of nitronium ions. Our results help to understand the selective removal of the metallic tubes found 
in the experiments. 
 
 ii) The hydrogen storage problem is the biggest remaining research problem in the development of 
fuel cell vehicles powered by hydrogen. Due to their large specific surface area and low weight, 
CNTs have been proposed as candidates for storing hydrogen based on the adsorption of molecular 
hydrogen on the tube walls. However, the storage capacity of pure CNTs at room temperature and 
moderate pressures is much smaller (<1 wt%) than the required (6 wt%) for on board automotive 
applications. Using DFT we have investigated the enhancement on the storage capacity obtained by 
the Li-doping of the tubes. Other carbon nanoporous materials (such as Activated Carbons, ACs, 
and Carbides derived Carbons, CDCs) are being investigated for storaging hydrogen with promising 
results. We have developed a thermodynamical model for hydrogen storage on slitpores (two 
parallel graphene layers separated by a given interlayer distance) to model nanoporous materials. 
This model reproduces the experimental saturation on the gravimetric capacity with increasing 
external pressure and predicts that the nanopore size should be about 6 Å for obtaining the best 
storage capacities. 
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In this paper, we present recent photo-dissociation experiments performed on biomolecules stored 
in a quadrupole ion trap. Information on the molecular structure can be inferred from the 
fragmentation channels as well as from the depletion absorption spectrum. We will show that the 
fragmentation channels recorded from photodissociation are specific and different from those 
recorded from Collision Induced Dissociation (CID). Some fragile bonds may be preserved in 
photodissociation processes: for example for phosphorylated peptides, the loss of phosphate group 
is dominant in CID and is restrained in photodissociation. In contrast side chain loss and formation 
of radicals are observed.  
 
In the case of Tryptophan silver complex (WAgn

+) the optical absorption spectrum are obtained 
from depletion and compared to ab initio theoretical calculations. Two classes of structure, 
zwitterionic and charge solvated ones can be identified. They are correlated not only to different 
absorption spectra, but also to two different fragmentation channels which may be therefore 
considered as fingerprint of the structure.  
 
The photodetachement of peptides and DNA polyanions are investigated. For DNA Strands, the 
measured spectra as a function of the photon energy are base dependent. In both cases, the 
formation of radical anions and the mechanism of photodetachement are discussed. Moreover for 
peptides and protein polyanions, the photodetachement spectral dependence may be used as a 
signature of ionization state of tyrosine. 
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The extensive number of spectroscopy studies with doped helium droplets shows 

impressively the ability of superfluid helium droplets to be a perfect matrix for the preparation and 
study of cold targets and the formation of complex fragile species [1]. In contrast, inelastic electron 
interaction with doped helium droplets has been a much less studied subject.  

 
This is the more surprising as clusters of biomolecules can be formed from the gas phase by 

embedding successively single biomolecules into a cold droplet. Moreover, it is known since 
recently that electrons can induce efficient DNA damage. This is important because in cells 
secondary electrons are produced with high abundance by ionizing radiation. Thus the underlying 
chemical and physical processes of the inelastic electron interaction with isolated and also solvated 
biomolecules is of relevance for the investigation of DNA damage by ionizing radiation and 
moreover, of fundamental interest in physical chemistry.  

 
We have recently constructed a helium cluster source which was initially used to study in 

detail the properties of electron impact ionization of pure helium clusters [2], as well as metastable 
decays of helium cluster ions produced [3]. Recently we modified our setup by adding a pick up 
chamber including molecular beam ovens, a pick up cell and external gas inlets which allow the 
embedment of various molecules in cold superfluid helium droplets. The neutral mixed clusters thus 
produced are ionized in a Nier type electron impact ion source (with an energy range from about 0 
to 150 eV) and ensuing cations and anions are mass analyzed by a high resolution two sector field 
mass spectrometer.  

 
First studies of the pick up process have been performed with DNA nucleobases adenine and 

thymine both of which are well studied in the gas phase. Several interesting phenomena could be 
observed, e.g. in contrast to the gas phase situation electron attachment in this environment leads to 
the production of parent anions for adenine and thymine [4]. Moreover, site selectivity in the 
electron attachment process recently discovered in our laboratory for isolated nucleobases [5] is 
preserved in this complex environment and in addition a novel two step reaction scheme has been 
proposed to explain characteristic differences in the attachment spectra.  

 
These pick-up experiments have been recently extended by embedding other systems into 

the helium (e.g., chloroform, valine and fullerenes) and in some cases even in the additional 
presence of water molecules.  

 

In addition to these experiments with helium droplets we have recently analyzed the stability 
and fission dynamics of multiply charged neon cluster ions [6]. The critical sizes for the observation 
of long-lived ions (see the measured mass spectra in Fig.1) are n2=284 and n3=656 for charge states 
2 and 3, respectively, a factor 3 to 4 below the predictions of a previously successful liquid-drop 
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Figure 1: a) Mass spectrum of isotopically pure 20Ne cluster ions. Arrows indicate the 
smallest observable doubly charged cluster, Ne287

2+. b) Cluster ions formed from 
isotopically mixed neon. The stepwise intensity increases at m/z ≈ 2875 and 4425 
arise from doubly and triply charged cluster ions above their critical sizes n2 ≈ 284 
and n3 ≈ 656, respectively. 

model developed by Echt and others. The preferred fragment ions of fission reactions are 
surprisingly small (2 n 5); their kinetic energy distributions peak at the very small energy of 
200 meV or below. The size of  these fission fragments and their average kinetic energies are much 
less than predicted by the previously accepted liquid-drop model. 
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Sodium clusters exhibit a strongly discretized density of states in good agreement with the 
predictions of the free electron model [1]. Nevertheless there is a significant electron lattice 
interaction, which perturbs the angular momentum eigenstates [2]. In order to study the character of 
the electron wavefunctions, angle resolved photoelectron spectroscopy has been performed on cold 
(~20 K) size-selected Na cluster anions in a wide size range using ns laser pulses with wavelengths 
from UV to IR. 
 
The results clearly demonstrate a different character of different electron shells, and are in 
qualitative agreement with simple model calculations. Most importantly they indicate that even for 
the case of a cluster as large as Na147 the electron emission is a completely coherent process.  
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We discuss the manifestation of manyelectron excitations (plasmons) in various processes involving 
fullerenes and nanotubes. 
 
The investigation is based on model within which a fullerene (or a nanotube) is treated as a 
spherical (a cylindrical) layer of the finite width. The two surfaces of the fullerene lead to the 
presence of two coupled surface plasmon eigenmodes. In the processes, which involve the 
interaction of a dipole photon with a fullerene, the two surface plasmon modes manifest themselves 
as coupled resonances in the cross sections. In this talk a particular emphasis is made on the role of 
plasmon excitations in the processes of photoionization of fullerenes and on the dynamical 
screening of an atom confined within a fullerene. We discuss the peculiarities in the cross sections 
of these processes and analyze their evolution with the size of a fullerene. 
 
The processes, which involve the plasmon excitation of higher multipolarity, allow one to analyze 
the interplay between the surface plasmons and the volume plasmon modes. This interplay leads to 
additional peculiarities in the cross sections. We discuss these features in connection with the 
processes of elastic and inelastic electron scattering from fullerenes. 
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The reactivity of iron clusters with hydrogen has at first been related to the electronic 
structures [1].  In this report, we showed that the dehydrogenation of an ethylene molecule on an 
iron-group metal cluster (Mn

+ (M = Fe, Co, Ni; n ≤ 30)) is closely related to the densities of 3d- and 
4s-electrons in the valence electronic state through measuring their reaction cross sections. 
 

Mass spectra of the product ions showed that dehydrogenation of an ethylene molecule 
proceeded exclusively on a metal cluster ion with leaving 
Mn

+(C2H2) (M = Fe, Co, Ni).  As the cluster size, n, increases, 
the dehydrogenation cross section increases rapidly at a 
threshold size, and reaches as high as ≈50 Å2, which is close 
to the cross section estimated from the electrostatic 
interaction between the cluster ion and an ethylene molecule.  
The cross section on Fen

+ increases at n ≈ 20, while those on 
Con

+ and Nin
+ increase at n ≈ 10.  

 
Electronic structures of Fen

+ (n = 13, 19, 25), Co13
+ 

and Ni13
+ were calculated.  The density-of-states profiles 

calculated showed that in Co13
+ and Ni13

+ a weak 4s peak is 
present next to a strong and wide 3d peak, while in Fe13

+ a 
sharp 4s peak is well separated from a 3d peak.  As the 
cluster size increases in Fen

+, the 3d peak is broadened while 
the 4s peak approaches to the 3d peak.  This propensity of the 
electronic structure agrees with the reported photoelectron 
spectra of Fen

-, Con
- and Nin

- [2].  These findings indicate that 
3d electrons of the iron-group metal clusters play a central 
role in the ethylene dehydrogenation on the iron-group metal 
clusters. 
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Figure 1: Cross sections for 
ethylene dehydrogenation on Fen

+, 
Con

+ and Nin
+.  The collision energy 

was 0.4 eV. 



Fr-II-2 

 56

FRAGMENTATION DYNAMICS OF CHARGED FINITE-SIZE SYSTEMS 
 

B. Gervais1,E. Giglio1, B.A. Huber1, B. Manil1, L. Maunoury1, J. Rangama1, H. Cederquist2, H. 
Zettergren2, N. Broendsted Nielsen3, P. Hvelplund3, B. Liu3, C. Guet4, D. Duft5, T. Leisner5 and  

R. Müller5 
 

1 CIRIL-CEA/CNRS/ENSICAEN  
Boulevard Henri Becquerel, PB 5133, F-14070 Caen Cedex 05, France 

E-mail: huber@ganil.fr  
2 Department of Physics, Sockholm University, S-1062 Stockholm, Sweden 

3Department for Physics and Astronomy, University of Aarhus, DK-8000 Aarhus C, Denmark 
4CEA/Saclay, F-91191 Gif sur Yvette, France 

5Institut für Physik, Technische Universität Ilmenau, Postfach 100565, D-98684 Ilmenau, Germany 
 

 
In the present contribution we will discuss different processes linked to the instability and 

fragmentation of small charged systems, in particular of small molecules of biological interest up to large 
systems like micro-droplets.  

Radiation damage of biological tissues has been studied for a long time in order to clarify the 
mechanisms and the phenomena occurring during the interaction of high-energy radiation with living 
cells[1]. These studies clearly showed that the most severe consequences of irradiation are due to the damage 
of DNA, more precisely to the production of single and double strand breaks and in particular to the 
clustering of these lesions[2]. More recently, studies of low-energy collisions involving isolated molecules of 
biological interest are performed in the gas phase in order to understand the phenomena on a molecular level. 
However, the question is raised, to which extend the obtained results can be applied to biomolecular systems 
in their natural environment, i.e. in an aqueous solution or a chemical environment.  

In contrast to the biomolecular case, where the molecular structure plays an important role in the 
selection of the fragmentation modes, neutral liquid micro-droplets are highly symmetric with a perfectly 
spherical shape. Thus, many of their basic properties can be described with the well-known liquid-drop 
model.  
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Figure 1: Typical mass spectrum of intact TPFePCl ions and fragments produced in collisions of triply 
charged oxygen ions with TPFePCl.  
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As an example for an isolated molecule in the gas phase, we will describe the fragmentation pattern 

obtained in collisions of highly charged ions with a Porphyrin molecule (Tetraphenyl Iron (III) Porphyrin 
Chloride) (see figure 1). Different processes like the loss of phenyl groups, the emission of the neutral Cl 
atom or the Cl- anion occurring as direct processes as well as delayed on a microsecond time scale are 
observed. Furthermore, strong differences in the charge state distribution of atomic fragments will be 
reported (see figure 2). 

 

103

104

105

0 2 4 6

Ar8+  +  FeTPPCl

Clq+

Cq+

charge state

co
un

ts

 
 
 

Figure 2: Multi-ionised atomic fragments, produced in collisions of Ar8+ ions (80 keV) with TPFePCl. 
 

As a second example, we will discuss the possible protection of  biomolecular systems by a 
surrounding water shell. Thus, it is found, that with increasing number of attached water molecules the 
fragmentation yield due to collision induced dissociation is reduced as the transferred energy is efficiently 
dissipated by the evaporation of the water molecules[3]. Different phenomena are observed after electron 
capture collisions.  

Finally, we will discuss the shape deformation of liquid droplets of micrometer size when the systems 
arrive at the limit of stability. New theoretical results will be compared with experimental data obtained by 
using levitated droplets [4,5] observed with a fast photo-imaging technique.  
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Droplet forms before and after Coulomb explosion. The colored forms (left ones) are calculated. 
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The ionization and fragmentation of isolated fullerene monomers (C60 and C70) have been 
the subject of a vast number of experimental and theoretical studies during the past decades [1]. In 
contrast there have only been a few studies on the smallest fullerene aggregates (dimers) of van der 
Waals type, all devoted to neutral and singly charged species.  

Here, we have used slow highly charged ions (Xe30+) to multiply ionize fullerene dimers in 
slow Xe30+ + [C60]2  ([C60C70]) → …+ [C60]2

r+ ([C60C70]r+) + (r-s)e- electron-transfer collisions at 600 
keV (r≤7) [2,3]. With the aid of multi-coincidence techniques we have registered the intact ions and 
ions stemming from fragmentation. This allowed us to deduce the relative ionization cross sections 
as functions of the final charges states of the dimers and the kinetic energy releases for the 
fragmentation processes. The relative ionization cross sections display even odd variations that are 
markedly different compared to the typical smooth decreasing behaviour of the cross sections for 
multiple ionization of fullerene monomers. The kinetic energy releases for the dominant 
fragmentation processes that yield intact fullerenes are found to be low, indicating that internal 
excitations of the seperating fullerenes are important. The experimental results are interpreted 
within the framework of a simple electrostatic model for dimer ionization and fragmentation [2,3].  
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 In order to analyze in detail the fragmentation patterns observed in collisions of fullerenes 
with ions it is essential to have accurate information about the stability of different isomers and 
different quantities as dissociation energies, ionization potentials or fission barriers.  
 
 In this communication we present the theoretical results obtained using density functional 
theory (DFT) for a very a large series of fullerenes. Neutral, singly and doubly charged fullerenes 
from C20 up to C72 have been studied at exactly the same level of theory (fully optimized geometries 
at B3LYP/6-31G* level) [1-3] and several isomers have been considered for each fullerene size and 
charge. Furthermore in the case of C58, C60, C68 and C70 we have extended the calculations to 
include highly charged fullerenes (charge up to 14) [4-5]. The analysis of these data has allowed us 
to better understand the different factors governing the stability of fullerenes, to determine the 
relative energy of the different possible dissociation channels and to compare our results with the 
available experimental data. These calculations have been recently extended to the study C60 dimers 
linked by van der Waals forces. 
 

 Once the structure, electronic energy and harmonic vibrational levels of the different 
fragments are well established it is possible to perform the analysis of the fragmentation process by 
using Microcanonical Metropolis Montecarlo (MMMC) and the Weiskopff theory; both 
methodologies have been previously applied to predict the fragmentation patterns of small carbon clusters 
[6,7]  
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The adsorption state and thermal stability of organometallic sandwich clusters of vanadium (V) – 
benzene (Bz), V(Bz)2 and V2(Bz)3, soft-landed onto a self-assembled monolayer of different chain-
length n-alkanethiols (Cn-SAM, n = 8, 12, 16, 18, and 22) were studied by means of infrared 
reflection absorption spectroscopy (IRAS) and temperature programmed desorption (TPD).  The 
IRAS measurement confirmed that V(Bz)2 clusters are molecularly adsorbed and maintain a 
sandwich structure on all of the SAM substrates.  In addition, the clusters supported on the SAM 
substrates are oriented with their molecular axes 
tilted 70–80° off the surface normal.  An 
Arrhenius analysis of the TPD spectra reveals 
that the activation energy for the desorption of 
the supported clusters increases linearly with 
the chain-length of the SAMs.  For the longest 
chain C22-SAM, the activation energy reaches 
~150 kJ/mol, and the thermal desorption of the 
supported clusters can be considerably 
suppressed near room temperature.  The clear 
chain-length-dependent thermal stability of the 
supported clusters observed here can be 
explained well in terms of the cluster 
penetration into the SAM matrixes.  Besides, 
the vibrational assignment of the IRAS 
spectrum for the V2(Bz)3 sandwich was based 
on a harmonic frequency analysis that 
employed density functional theory.  The close 
similarity between the experimental and 
calculated results for the IR absorption 
frequencies demonstrates that the V2(Bz)3 
complexes have a multidecker sandwich 
structure on the SAM substrate.  Our thermal 
desorption study established that the sandwich 
complexes can be isolated on the SAM 
substrate up to a high temperature of ~350 K. 
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Figure 1: (a) IRAS spectrum of the V2(benzene)3 
complex on C18-SAM, with calculated IR 
absorption spectra for singlet and triplet states.  (b) 
IRAS spectra showing the temperature-dependent 
variation of  V2(benzene)3 complex on C18-SAM. 
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The fundamental studies of the interaction of nanoclusters with various surfaces, 
including metal, ceramic and polymer will be presented. The nanoclusters that are 
introduced from vapour phase, and their interaction with surfaces, leading to the 
nucleation and growth of nanostructured films will be described. The effects of 
physical and chemical properties of nanoclusters on various deposited surfaces will 
be discussed. The surface energy and properties of the films and their hydrophobic or 
hydrophilic behaviour towards water molecules will be presented. The potential 
applications of fundamental studies of the interaction of nanoclusters with various 
surfaces in the field of engineering and biomedical will be highlighted.  
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The low energy cluster beam deposition technique is an interesting route for synthesizing 
nanostructured thin films with specific properties, especially when the size of the particles is 
sharply selected in the nanometer range. For that purpose, we have developed an experimental set-
up for depositing mass selected clusters produced in a laser vaporization source [1]. Size selection 
has first proven to be a tool for understanding some fundamental aspects of cluster physics that will 
be illustrated here through two examples. 

 
The first one concerns the precise correlation between the size and the morphology of 

individual particles that are soft-landed onto a surface and further observed by transmission electron 
microscopy. In the case of platinum clusters, a transition from spherical to strongly ramified 
structures is detected when the size increases beyond a critical value (Figure1). This shows that the 
kinetics of growth essentially depends on particle-particle binding collisions and that the 
coalescence of paired particles must be quenched or at least strongly slowed down above a 
transition size. The final cluster structure will be ruled by the interplay between coagulation and 
shape relaxation processes that both take place during the stage of formation, in the cluster source 
[2]. Such a ramification of nanoparticles in the gas phase will be discussed in the light of simple 
models previously developed to describe the bi-dimensional growth of fractal cluster islands on 
surfaces. 

 

 
 
In a second example, we will show that the organization of deposited clusters in large 

assemblies is reminiscent of their initial size selection. This will be examined through two extreme 
situations represented by indium and platinum clusters. Because of very different diffusion and 
coalescence behaviors when they are deposited on a substrate, the former easily coagulate to form 
large spherical entities with a hierarchy of discretely scaled sizes (Figure 2) when the later do not 

Figure 1: Transmission electron micrographs of size selected platinum 
clusters deposited on amorphous carbon (N is the number of atoms) 
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touch one each other and rather form regular arrays with a sharply defined inter-particle distance. At 
that time, there is no definitive explanation for this short range effective repulsion between platinum 
nanoparticles. 
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Figure 2: Transmission electron micrograph of size selected indium clusters 
(5.8 nm in diameter) deposited on amorphous carbon and corresponding size 
histogram (n is the number of coalesced primary clusters) 
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Our knowledge and understanding of He droplets has witnessed a tremendous growth in recent 
years since, from the standpoint of picking up possible impurities the clusters containing 4He atoms 
have shown themselves to be able to do so with any species with which they collide and the 
attached "dopant" can in turn reside either in the inside of the droplet or at its surface, depending on 
the strength of the He-dopant interaction with respect to the one among solvent atoms [1]. 
 
We have been using variational Monte Carlo and Diffusion Monte Carlo calculations involving 
atomic and molecular dopant species (e.g. Li+, K+, Li2

+, K2
+, LiH, LiH+, etc.) in order to establish as 

accurately as possible the localization effects induced by the stronger ionic interaction with its 
immediate surrounding of solvent atoms (snowball features) and the further accumulation of the He 
atoms in such inner, microsolvation shells (electrostriction). The interaction forces have been 
obtained from ab initio methods and the spatially selective allocation of solvent atoms is clearly 
shown within the quantum picture from the calculations [2,3,4]. 
 
A pictorially illuminating description of the surrounding wavefunctions and solvent densities also 
helps to better understand the strongly orientational nature of the ionic dopants and the spatial 
selectivity of the microsolvation process [5]. 
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The phase transitions in finite complex molecular systems, i.e. the transition from a stable 3D 
molecular structure to a random coil state or vice versa (also known as (un)folding process) occur or 
can be expected in many different complex molecular systems and in nano objects, such as 
polypeptides, proteins, polymers, DNA, fullerenes, nanotubes. 
 

 
Fig. 1 The characteristic structural change of alanine polypeptide experiencing an α-
helix¨random coil phase transition. 

 
We suggest a novel ab initio theoretical method [1] for the description of phase transitions in the 
mentioned molecular systems. In particular, it was demonstrated that in polypeptides (chains of 
amino acids) one can identify specific, so-called twisting degrees of freedom, responsible for the 
folding dynamics of the amino acid chain, i.e. for the transition from a random coil state of the 
chain to its α-helix structure (see Fig. 1). The essential domain of the potential energy surface of 
polypeptides with respect to these twisting degrees of freedom can be calculated and thoroughly 
analysed on the basis of ab initio methods such as density functional theory (DFT) or Hartree-Fock 
method. It is shown [1] that this knowledge is sufficient for the construction of the partition 
function of a polypeptide chain and thus for the development of its complete thermodynamic 
description, which includes calculation of all essential thermodynamic variables and characteristics, 
e.g. heat capacity, phase transition temperature, free energy etc. The method has been proved to be 
applicable for the description of the phase transition in polyalanine of different length by the 
comparison of the theory predictions with the results of several independent experiments and with 
the results of molecular dynamics simulations. 
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Figure 1: The microcanonical caloric curve of a cluster of 255 sodium atoms including the 
solid-liquid and the liquid-gas phase transitions. The numbers in the liquid-gas coexistence 
range indicate specifically stable clusters that appear as magic numbers in the 
fragmentation pattern. 
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Unimolecular decays of moderately exited atomic clusters have been studied since the very 
early days of cluster physics. Less attention has been paid to the close link between those non-
equilibrium decays of free clusters in the gas phase and the concepts of boiling or sublimation in 
equilibrium thermodynamics [1]. Using this link, microcanonical caloric curves across the liquid to 
gas phase transition can be constructed based on measured caloric curves for solid and liquid 
clusters [2], on ideal gas theory and on the enthalpies of vaporization that are determined from 
fragmentation pattern from well defined excitations of mass selected clusters. 
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A general theoretical framework for describing the thermally induced sequential decay in atomic 
clusters is presented. Our scheme relies on a full treatment of individual dissociation steps based on 
phase space theory (PST), built into a kinetic Monte Carlo (kMC) procedure [1]. This combined 
PST/kMC approach allows us to follow the evolution of several statistical properties such as the 
size, the temperature or the angular momentum of the cluster over arbitrarily long time scales. 
Quantitative accuracy is achieved by incorporating anharmonicities of the vibrational densities of 
states, the rigorous conservation of angular momentum, and a proper calibration of the dissociation 
rates. After validating the method on selected Lennard-Jones clusters thermally excited, we extend 
it to describe the decay of argon clusters initially ionized and excited on high electronic states, that 
we describe with a diatomic-in-molecules quantum Hamiltonian. The multiscale protocol consists 
of explicit nonadiabatic molecular dynamics with quantum transitions, followed by dynamics on the 
ground state, and further processed at a statistical level by applying the kinetic Monte Carlo 
scheme. 
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Figure 1: Melting temperature of sodium clusters. Comparison of our results (squares) 
with the one of Haberland et al (circles) [1]. 

ATOM BY ATOM NUCLEATION OF SODIUM AND CALORIC CURVES 
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Thermodynamics of small clusters has received a renewed interest since the pioneering work of 
Haberland et al[1] who experimentally demonstrated that very small clusters could undergo a phase 
transition, by measuring caloric curves. Doing calorimetry (in any system) requires being able to 
measure the variation of internal energy ΔE corresponding to a variation of temperature ΔT. One 
possibility is to control the temperature by a heat bath and to observe a physical observable, say S, 
in one to one correspondence with the internal energy E*=f(S). In free clusters, the energy is 
brought either by a laser [1] or by collisions [2]. In the first case, S is characterized by the number 
of evaporated atoms, in the second by 50% evaporation of the incoming cluster A third method 
measures the mobility of clusters in a drift tube; the phase transition from liquid to solid is 
identified thanks to a variation in the collision cross section [3]. 
  
 We propose here a novel method based on an original experimental setup [4] to measure the 
caloric curve of clusters. The basic idea is to bring energy to the cluster by sticking atoms. After 
each sticking, E* is increased by a known energy. After a given number of sticking collisions nmax 
the cluster is so heated that it dissociates before it can stick again. nmax is related to the dissociation 
time, thus is a measure of E*. As in the first two experiments mentioned above, we can construct 
the caloric curve by varying T. Differential measurements at two different collision energies makes 
our results independent on the exact relation E*=f(S). The method does not require laser excitation, 
is easily transferable to many systems and it is model free.  
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Elucidating the process of ground state ion-pair formation in simple acids has been of long standing 
interest to the community[1, 2] and in our laboratory[3-5].  Ion-pair formation has broad 
significance in many fields from heterogeneous atmospheric processes to fundamental modeling of 
ions in solution.  On the molecular level a certain number of water molecules are necessary for ion-
pair formation to occur in the ground state.  Femtosecond pump-probe studies of HBr(H2O)n and 
HI(H2O)n clusters have shown that five water molecules are necessary for ground state ion-pair 
formation in HBr whereupon solvent reorganization takes place around the newly formed ion-pairs.  
These studies show the importance of the halogen in the reorganization process as the 
reorganization dynamics of HI are slower than HBr despite similar excitation energies.  Recent 
studies in our laboratory on HI(H2O)n have uncovered evidence for a theoretically proposed excited 
state species, termed a biradical[6], that also has been proposed as an alternative moiety for the 
hydrated electron.  Our studies of HI(H2O)n reveal a long-lived state (~ 1 ns) after 6.2 eV excitation 
for all cluster, n = 1-6, and a likely evaporation of an iodine atom from the HI(H2O)6 cluster.  This 
evaporation is expected from the predicted structure of the biradical which has an elongated bond 
between the halogen and the rest of the cluster[7]. The excitation energy (6.2 eV) is also consistent 
with theoretical predictions.  Earlier work[3] at 9.45 eV of excitation also saw evidence of an 
evaporation of an I atom, suggesting, as predicted, that the biradical structure is the lowest energy 
excited state structure.  Probe power studies reveal a progressive decrease in amount of photons 
needed for ionization as the number of water molecules increases, suggesting a threshold for the 
number of water molecules necessary to form the excited state biradical. We propose mechanisms 
based on the known excitation energy, probe power studies, and bond enthalpies to explain the 
observed phenomena.  These mechanisms allow us to show that though caging could be involved in 
some of the processes seen in our experiments, other mechanisms are also at work.  Our findings as 
well as hydrogen halide doped ice nanoparticle experiments[8] support the existence of a biradical 
like species and the concept of hydrated hydronium as an alternative moiety for the hydrated 
electron.  
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The talk presents theoretical studies of coupled ionic and electronic dynamics of metal clusters. It 
considers free clusters as well as clusters in contact with an inert environment (rare gases, insulator 
substrates as MgO). After a brief introduction of the basic cluster properties, it concentrates on the 
highly non-linear regime following excitation by strong laser fields or particle impact.  The studies 
resolve the fully detailed electronic dynamics at fs scale and proceed up to several ps to track the 
consequences on the slow ionic and atomic motion in these complex compounds. 
 
The observable signatures of the various dynamical effects are discussed, e.g., photo-electron 
spectroscopy, angular distributions, or pump-and-probe analysis. For embedded and deposited 
clusters, there emerges the particularly interesting question of energy and particle transport from the 
highly excited cluster (acting as chromophore) to the inert environment. The various transport 
processes and corresponding time scales will be analyzed. We will also address the remarkable 
difference in the dynamics of free clusters and clusters embedded in rare-gas matrix. For example, 
the environment stops the initially strong Coulomb explosion and stabilizes clusters at rather high 
charge states.  
 
The theoretical tool for these investigations is time-dependent density-functional theory at the level 
of the local-density approximation. A much similar method, using the Skyrme energy functional, is 
used in the description of large-amplitude dynamics of nuclei and heavy-ion collisions. Some 
examples will be shown in comparison. 
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 Control of photo-induced molecular processes has attained considerable success in recent 
years. It became most exciting when self-learning feedback loop algorithms were employed where 
tailored laser pulses can be generated, which drive the induced processes at a maximum yield along 
desired paths [1]. An important issue in this regard is the information coded in the optimized laser 
pulse shape which supplies insight about the underlying processes. Small alkali systems are suitable 
for this aim since they exhibit a number of bound states available for resonant transitions with weak 
fields which aids the theoretical description and hence the interpretation. 
 
 Closed loop optimizations on alkali dimers in a supersonic beam are first demonstrated for 
maximization of the ionization yield. Next, isotopomer selective optimizations are presented to 
examine the efficiency of the optimization procedure for the weak differences between the isotopic 
species. Surprisingly large enrichment factors are found and information about the dynamics on the 
involved vibrational states is extracted from the optimal pulse shapes, which provides a new 
spectroscopical approach of yielding distinct frequency pattern on fs-time scales [2]. Both cases are 
compared with optimal control calculations in order to decipher the underlying processes in detail 
[3,4].  
 
 A main aspect of this contribution is the development of novel optimal control methods to 
extract the most relevant information from the optimized laser field. One approach examines the 
implementation of genetic pressure within the algorithm for performing control pulse cleaning 
where extraneous pulse features were removed to expose the most important structures. This leads 
also to first investigations on multi-criteria optimizations [5]. Another method addresses parametric 
optimization by introducing physically relevant pulse parameters employing a computer assisted 
sub pulse encoding in order to narrow the search space and to aid the interpretation. Moreover, 
novel pulse shaper schemes for combined phase, amplitude, and polarization pulse control were 
developed and applied on alkali dimers, even in a parametric encoding. The results demonstrate the 
perspectives of adding a new dimension by including also the polarization and hence all properties 
of the light field in the pulse modulation [6].  
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Figure 1: Parametrically shaped pulseforms where the phase, amplitude, and 
polarization are subject to modulation. On top are two linear polarized perpendicular 
sub pulses, in the middle a linear and a circular polarized subpulse, and the lowest 
figure shows two sub pulses with the major axes at 90 and 30 to the horizontal x-
direction, respectively. 

 
 
 
 
 
 
 
 
 Currently, coherent control is applied to ultracold trapped ensembles motivated by the 
perspective to perform photoassociation and photostabilization of alkali systems. First results are 
received regarding optimized multi-photonic excitation to molecular ions and pump-probe 
experiments exposing signal oscillations. They provide indications for photoassociation and open 
the perspective for transitions to lower vibrational levels in the electronic ground state, which would 
be a first step to an internally cold molecular Bose Einstein condensate.            
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In this contribution we discuss the new quantum object of finite size - electron-positron 
droplet [1]. These systems consist of the number of electrons and positrons which are held together 
by the attractive Coulomb and mutual polarization forces and form the shell structure similar to 
metal clusters [2]. Contrary to metal clusters, in electron-positron clusters the motion of negatively 
and positively charged subsystems is identical and quantized. The main properties of these clusters 
of different size such as the structure, stability and dynamics are under consideration. The 
calculated structure is compared with the properties of metal clusters, which were obtained in 
particular within the ordinary and Optimized Jellium Model (OJM) [3]. In order to prove the 
existence of electron-positron clusters we analyze the stability of these objects against annihilation 
process and fragmentation into a number of positroniums. Our analysis of the electron-positron 
cluster properties is based on both the self-consistent Hartree-Fock (HF) approximation and the 
formalism of non-relativistic density functional theory. The latter is realized within the Local 
Density Approximation (LDA) by the self-consistent solution of the Kohn-Sham equations with 
different parameterizations of the exchange-correlation potential. 

 
The shell structure in the system arises in self-consistent way. Due to the charge symmetry 

the electron and positron subsystems have the identical shell structure. Numerically, this condition 
was fulfilled by the iterative solution of the HF and LDA equations. This procedure permits to 
obtain the single-particle energies and wave functions. The electron-positron droplet structure has 
been calculated for the clusters with number of electron-positron pairs N = 2, 8, 18, 20, 40. These 
numbers of electrons (positrons) correspond to the cluster with the spherically symmetric density 
distribution and close 1s2, 1p6, 1d10, 2s2 1f14 and 2p6 shells, respectively. Many-body correlations 
are taken into account within the LDA with both the simplest Gunnarsson - Lundqvist and Perdew 
and Wang (PW91) parameterizations for the exchange-correlation functional [4]. The exchange-
correlation potential includes three parts: the local exchange interaction between equivalent 
particles and the correlation interaction between equivalent and non-equivalent particles. The total 
binding energies of electron-positron clusters per one particle are comparable with the binding 
energy of positronium. 
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We have studied multiply-charged noncovalent cluster anions of adenosine-5’-monophosphate 
(AMP) formed by electrospray ionization (ESI). Ions in higher charge states were observed when 
the ions were accumulated in an ion trap with helium buffer gas. We have determined the smallest 
size (na) or appearance size as a function of charge state (q), i.e., na= 4 for q = 2, na = 8 for q = 3, 
and na = 13 for q = 4. The relation between na and q (see Fig.1) can be described by a charged 
droplet model. When the size is larger than na for a given q, the fragmentation pathway of an anion 
cluster is dominated by loss of neutral fragments. In contrast, when the size approaches the 
appearance size, only charged fragments are formed [1]. 

 

Figure 1: The log−log plot shows that na scales approximately with q2 for a selection of positive 
clusters ions as well as for negative (AMP) cluster ions.   

Positively charged amino acid clusters have been studied by several groups and most notably magic 
number clusters and chiral recognition have been reported. We have studied the formation of amino 
acid clusters by electrospray ionization (ESI) and their stability by high-energy collision-induced 
dissociation (CID) [2]. Appearance sizes were determined for multiply charged clusters where the 
charge is either due to protons or to sodium ions. We found that chiral selectivity plays an important 
role in cluster formation but seems to be of minor importance for the fragmentation of mixed 
clusters. 
 
In a resent series of experiments we have studied how nucleotide or peptide ions embedded in water 
clusters react in high energy collisions with atoms [3]. We found that loss of water becomes the 
dominating fragmentation channel for large clusters of this type. The embedded biomolecule in 
other words seems to be well protected when surrounded by a large number of water molecules. 
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Absorption of light in the visible part of the spectrum normally results in excitation of chromophores 
from the electronic ground state to the first or second electronically excited states. When 
chromophores and their ions (protonated/deprotonated) are found in biological environments there 
will typically be interactions that may change the absorption wavelength as well as the speed and 
quantum yields of the molecular response. To have a reference for such interactions we are studying 
the absorption properties and the molecular response times of chromophores in the gas phase, i.e. in 
the completely isolated form devoid of external perturbations from charges, dipoles and hydrogen 
bonding [1-13]. It appears that in some cases (like GFP), almost vacuum-like conditions exist inside 
proteins whereas in other cases (like retinal) there are significant protein perturbations.  
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Coarse-graining the potential energy surface into the basins of attraction of local minima [1, 
2], provides a powerful framework for global optimisation via basin-hopping [3, 4] and for 
calculating thermodynamic properties using the superposition approach [1, 5] and basin-sampling 
[6]. To admit dynamics we must include transition states of the potential energy surface, which link 
local minima via steepest-descent paths. This framework leads to the discrete path sampling 
method, which provides access to rate constants for rare events [7–9]. In large systems the paths 
between different morphologies may involve hundreds of stationary points of the potential energy 
surface. New algorithms have been developed for both geometry optimisation [10] and making 
connections between distant local minima [11], which allow us to treat such systems. Kinetic 
analysis of large stationary point databases is facilitated by a new graph transformation approach 
[12]. 

Applications will be presented for a wide variety of atomic and molecular clusters, including 
systems bound by isotropic interatomic potentials such as the Lennard-Jones and Morse forms, 
clusters of dipolar spheres [13], and molecular clusters such as nanodroplets of water [14–16]. 
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Temporary negative ion states XY−, formed in low energy electron collisions with molecules XY, are 
crucial for vibrational excitation as well as for formation of anions by dissociative electron attach-
ment (DEA) [1,2]. Both shape resonances (electrons trapped within a centrifugal barrier) and Fesh-
bach resonances (electrons attached to electronically excited states XY* of the neutral molecule) are 
representatives of such temporary negative ion states, typically located at incident electron energies 
of 1 to 10 eV. At very low energies (in the range of vibrational onsets) another type of resonance 
can occur which is mediated by attractive long-range interactions in the electron-target system and 
may exist without the supporting influence of a centrifugal barrier, i.e. for s-wave electrons. These 
anion resonances are found just below vibrational onsets of the molecule in its electronic ground 
state and are therefore addressed as vibrational Feshbach resonances (VFR) [2]. In cross sections 
for elastic and vibrationally inelastic scattering, VFRs show up as narrow features (typically dips), 
as experimentally observed, e.g., for XY = HF [3,4] and CH3I [2,5]. In DEA to molecules and mole-
cular clusters, VFRs may lead to a prominent enhancement of anion formation, as observed, e.g., 
for the molecules CH3I [2,6], N2O [2,7], CH3Br [8], the biomolecules uracil and thymine [9], and 
for clusters composed of N2O [2,10], O2 [11], CO2 [2,12], OCS [2,13]. VFRs with widths as narrow 
as 2 meV have been detected with the Laser Photoelectron Attachment method [2,10]. Depending 
on the nature of the electron−molecule interaction at long and short range, the VFRs are more or 
less red-shifted from the vibrational levels of the neutral precursor, as reproduced in model 
calculations for VFRs of N2O and CO2 clusters [2,12]. Recent calculations of VFR structure in 
electron attachment to CO2 clusters [14,15] show qualitative agreement with the experimental 
observations and predict VFRs to play an important role for vibrational excitation of CO2 clusters 
[14,15].  
 
This work has been supported by the Deutsche Forschungsgemeinschaft. I gratefully acknowledge the 
valuable contributions of A. Schramm, J. M. Weber, E. Leber, S. Barsotti, S. Marienfeld, M. Braun, 
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Unfolded proteins have recently attracted a lot of attention when it became evident that the 
intrinsically unstructured proteins comprise a large part of the proteins being encoded in eukaryotic 
genomes [1]. The open question, which is important, e.g., for the protein folding studies, is how 
much of residual structure is actually present in the unfolded proteins. High-resolution, liquid-state 
nuclear magnetic resonance (NMR) spectroscopy is an ideal tool for answering this question. 
Several experimental observables (e.g., chemical shifts) can be used for this purpose. One of such 
observables is the direct dipole-dipole interactions between nuclear spins (the so-called residual 
dipolar couplings, RDCs). The RDCs are expressed via the average orientation of internuclear 
vectors in an anisotropic environment (created by dissolving the polypeptide in a liquid crystal 
medium). As RDCs throughout the polypeptide chain are correlated, NMR spectroscopy makes it 
possible to deduce the persistent residual structure of the chain [2].  

 
We have developed a theoretical framework [3] suitable for describing various 

characteristics of unfolded polypeptides including the prediction of RDCs. The framework is rather 
general and can serve as a basis for determining RDCs in unfolded polypeptide chains under a wide 
spectrum of experimental conditions. The framework allows one to employ various models of 
polypeptide chains and of aligning media for finding RDCs with the desired degree of accuracy. 
Using the framework we showed that within a simple model which approximates the alignment 
media as infinite planes and in which unfolded polypeptides are described within the random walk 
formalism, it is possible to obtain a closed-form analytical result for the RDCs. The two general 
features predicted by the model are (i), RDCs in the center of the chain are larger than RDCs at the 
ends and (ii), RDCs are larger for shorter chains than for longer chains at a given liquid crystal 
medium concentration. We demonstrate how these features can be explained from the general 
physical considerations. Experimental data available from the literature confirm the first prediction 
of the model, providing, therefore, a tool for recognizing fully unfolded polypeptide chains. With 
less certainty experimental data appear to support the second prediction as well.  

 
We acknowledge partial financial support from the European Commission (projects 

EXCELL and UPMAN). 
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Life is driven by interactions between the molecular components of cellular machinery. 
Most cellular processes portray a cascade of association/dissociation events between proteins and 
their target molecules. The dissociation events are, in essence, a fragmentation of complex multi-
atomic aggregates. 

The fragmentation of multi-atomic aggregates has been extensively studied in atomic cluster 
physics, the emerging key idea being that such processes can be successfully described in terms of a 
few generalized coordinates that define the overall configuration of the escaping and parent 
fragments [1]. This concept also holds for similar events in more complex systems [2], and it 
prompted us to now address the dissociation process of an aggregate of higher complexity, a 
biological one. 

Antibody–antigen complexes are involved in fundamental recognition processes during the 
body immune response. A reference example is the anti–fluorescein system, and the present work 
reports a rational computational approach to probe its unbinding at the atomistic classical-
mechanical level. For the wild type antibody Fab4-4-20 and related mutations, the complex problem 
has been reduced to a low-dimensional scanning along a few selected coordinates (exemplified in 
figure a) [3]. Positional and orientational coordinates of the escaping fluorescein (the antigen) have 
been assessed in order to fully characterize the unbinding. Solvent effects have been accounted for, 
primarily by means of a continuum model, though the explicit inclusion of water has been also 
addressed. The dissociation times of the complexes have been derived from the calculated barrier 
heights (see figure b), in compliance with the experimentally reported Arrhenius-like behavior. The 
computed results are discussed and compared with the available experimental data. 

 

(a)                                                                          (b) 
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Figure 1: A semi-classical description of the magnetic field effect on the radical pairs 
between FADH and tryptophan in cryptochrome. 
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The ability of some animals, most notably migratory birds, to sense magnetic fields is still poorly 
understood. It has been suggested [1,2] that animal magnetoreception is mediated by the blue light 
receptor protein cryptochrome, which is known to be localized in the retinas of migratory birds. 
Recent experiments [3] have shown that the activity of cryptochrome-1 in Arabidopsis thaliana is 
enhanced by the presence of a weak external magnetic field, confirming the ability of cryptochrome 
to mediate magnetic field responses. 
 

 
 
 
 
 
 
Cryptochrome's signaling is tied to the photoreduction of an internally bound chromophore, flavin 
adenine dinucleotide (FAD). The spin chemistry of this photoreduction process is schematically 
shown in Fig. 1. It involves electron transfer from a chain of three tryptophans, and can be 
modulated by the presence of a magnetic field through the so-called radical pair mechanism based 
on Zeeman and hyperfine coupling. We present calculations showing that the radical pair 
mechanism in cryptochrome can produce an increase in the protein's signaling activity of 
approximately 10% for magnetic fields on the order of 5 Gauss, which is consistent with 
experimental results [3]. These calculations, in view of the similarity between bird and plant 
cryptochromes, provide further support for a cryptochrome-based model of avian magnetoreception. 
 
REFERENCES 
[1] Ritz T., Adem S., and Schulten K., Biophysical Journal, 78, 707 (2007) 
[2] Solov‘yov I., Chandler D., and Schulten K., Biophysical Journal, 92, 2711 (2007) 
[3] Ahmad M., Galland P., Ritz T., Wiltschko R. and Wiltschko W., Planta, in press. DOI 
10.1007/s00425-006-0383-0 (2007). 



 

 

 
 
 

Collision processes 
involving 

biomolecules



 

 

 



Mo-III-1 

105 

Figure 1 Mass spectra of fragmentation products for collisions of 60 keV 
C5+  with isolated thymine (grey) and for 50 keV O5+  with thymine.  
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Recently, a large number of studies have been devoted to the investigation of molecular ionization 
and fragmentation dynamics underlying biological radiation damage. Most of these studies were 
based on gas phase collisions with isolated DNA building blocks [1]. The radiobiological 
significance of these studies is often questioned because of the lack of a chemical environment.  

Radiation damage in living cells always involves the condensed phase where the affected molecules 
are surrounded by a medium. Ion irradiation studies are therefore often performed on nucleobases in 
the solid phase [2] and on DNA deposited on solid surfaces [3]. Such studies are hampered by the 
complexity of the systems under study.  

A natural solution to avoid these difficulties is the investigation of finite systems, which still allow 
intermolecular interactions, i.e. clusters of DNA building blocks or mixed clusters containing 
biomolecules and water. Spectroscopic techniques, which proved their value in gas phase studies, 
can still be used to study the interaction and dissociation dynamics of such clusters. We studied 
interactions of keV ions with isolated nucleobases/amino-acids and their clusters by means of 
coincidence time-of-flight spectrometry. Significant changes show up in molecular fragmentation 
for very small cluster sizes already, which we attribute to the influence of intermolecular hydrogen 
bonding. 

 
 
 
 
 
 
 
 
 
 
 
 
Fig.1 shows that for instance the loss of O and OH is only observed in the presence of a chemical 
environment. Similar results are observed for other nucleobase clusters, as well. Note, that these 
channels are also seen ion induced desorption studies on thin nucleobase films [2] and can thus be 
regarded as fingerprints of the condensed phase. Currently, experiments on trapped biomolecular 
cluster ions are in progress where biologically more realistic systems will be investigated 
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The production of double strand breaks (DSB) is considered to be the most severe single radiation-
induced damage for numerous types of biological endpoints like cell inactivation or chromosomal 
aberrations. It has become apparent that not the mere number of DSB(s) represents the observed 
radiation damage, but the spatial distribution of DSB(s) seems to be crucial for understanding the 
biological response. In order to investigate the impact of localized energy deposition generated by ion 
irradiation on biological effects, it is desirable to exploit a simple model system which allows us to 
clearly deduce the influence of track structure on the induction of radiation damage. For this purpose, 
we decided to use plasmid DNA with its simple geometrical conformation for our investigations 
elucidating the influence of localized energy distribution on the induction of DNA damage, 
particularly the clustering of double strand breaks. After X-ray or ion irradiation DSB(s) are induced in 
the plasmid molecule leading to DNA fragmentation. The resulting fragment length distribution is 
analyzed by carefully measuring the fragment length with Atomic Force Microscopy (AFM) directly 
with a precision of a few tens of nanometers[1]. 
 
We present a model that describes fragment length distributions of linear and supercoiled plasmid 
DNA after irradiation with heavy ions by combining the Local Effect Model [1] originally developed 
to predict cell survival with the widely used broken stick approach for X-rays [2]. With this concept, it 
is possible to rapidly calculate fragment distributions for a broad range of ions and energies. These 
simulations use the amorphous track structure model of the LEM to determine the local dose delivered 
to the plasmid by the ions. For the small plasmid volume, the local dose is averaged and the 
probabilistic considerations of the broken stick model are applied to determine the fragmentation 
pattern. 
 
For a reasonable comparison of simulated results with experimental data, we need to take experimental 
constraints, such as the minimum detection length of plasmid DNA, the limited resolution of the AFM 
measurement and the selection method of analyzable fragments into account. The integration of these 
experimental constraints into the model calculations changes the resulting distributions strongly. We 
find a good agreement of our simulations with experimental fragment distributions using atomic force 
microscopy. The model calculations reveal that for very high-LET irradiation using nickel or uranium 
ions no difference in the fragment distribution can be expected for the same dose level, since the 
higher fragmentation power of uranium ions is compensated for by the higher hit probability of nickel 
ions. However, for carbons ions with an intermediate LET, the fragmentation pattern is almost fully 
resolved and the influence of track structure may be clearly demonstrated. By comparing the 
fragmentation in terms of average hits per DNA molecule, we can uniquely distinguish the effect of 
different radiation qualities. In order to better discriminate between fractions of long, most probably 
intact molecules and short fragments, we propose a fragmentation parameter η describing the radiation 
effect of the non-random spatial distribution of DSB(s). Finally, we simulate different ion species to 
understand the degree of fragmentation in relation to LET as well as to find the most appropriate ion 
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Figure 1: Comparison of measured (AFM) and simulated fragment distributions of 
supercoiled plasmid DNA following irradiation with 3.9 MeV/u Ni ions with a dose of 

2510 Gy taking into account experimental constraints.

species to visualize the difference between photon and heavy ion irradiation. 
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When a charged projectile enters a medium it loses its energy in inelastic processes such as 
excitation of host atoms and molecules and their ionization resulting in a shower of secondary 
electrons. In living matter the projectile and the secondary electrons interact with the DNA 
molecules which may lead to damages beyond repair capabilities of cellular machinery. 

 
We present here a review of state-of-the-art in investigation of the general mechanisms 

leading to the DNA damage and consequent cell death caused by exposure of tissue to a heavy ion 
beam. To increase efficiency and reduce side effects of the heavy ion cancer therapy one needs to 
be able to predict very accurately the distribution of the damages in the tissue and the minimum 
effective dose.  

 
One of the most difficult questions in this study concerns the molecular mechanisms of 

DNA damage. Does a single ionization destroy the DNA molecule or a multiple ionization is 
needed? What are the cross sections of interaction of DNA molecules with charged par-ticles, 
especially at low energies? What are the mean paths of electrons in the tissue-like medium and 
which particles are most efficient in producing non-repairable DNA dam-ages? Some estimates can 
be made on this account based on recent calculations that rely on the number density of electrons in 
the vicinity of the DNA and their energy spectrum [1,2].  

 
The depth of penetration of projectiles depends on the medium and properties of the pro-

jectile such as mass, energy, and charge. The rate of energy loss by the projectile typically increases 
as its energy decreases and the cross section of interaction increases corre-spondingly; thus, the 
most of energy is lost on the last stretch of the trajectory. This gives rise to the so-called Bragg peak 
in dependence of energy losses on the depth of penetra-tion. The Bragg peak’s position is a very 
important quantity to be predicted, especially for the deeply seated tumors in brain. Therefore, one 
needs to address the problem of choos-ing the properties and characteristics of projectiles so that the 
desired location in the tu-mor is the subject of maximum radiation damage. 
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The transition of DNA macromolecule from the double-stranded (ds) state to the single-
stranded (ss) configuration occurs under a temperature increase, change of ion concentration in 
solution, interaction with proteins or action of some external forces. Under such processes the H-
bonds in complementary pairs of dsDNA break out and the nucleic bases become open. The 
opening of the pairs in the double helix is the cooperative process that induces the separation of two 
DNA strands. In the native conditions the DNA opening is a key element of important biological 
processes, such as DNA transcription and replication. 

 
During the last years there appeared a number of new experimental techniques for probing 

single-molecule micromechanics which have been used for studying the process of DNA double 
helix opening. Thus, there was developed a special system for the investigation of mechanical 
separation of the DNA strands (unzipping) [1]. The unzipping of the DNA helix occurs under the 
action of external force (optical or magnetic tweezers) applied to one of the strands of the double 
helix. Recently, this experiment was supplemented with measurements of the temperature 
dependence of DNA unzipping within the temperature interval from 15 up to 50oC [2]. The results 
obtained were presented as the force-temperature phase diagram of DNA unzipping. The 
experiment shows that the base pair opening by external force depends on temperature in a 
nontrivial manner [2]. The unzipping force decreases steadily with the temperature growth only 
within the range of temperatures 24-35oC. Beyond this range, i.e. at 18-24oC and at 35-40oC, the 
force-temperature diagram of DNA unzipping possesses the plateaus. In these temperature ranges 
the unzipping force drops without significant temperature rise [2]. The observed plateaus cannot be 
explained within the frame of traditional thermodynamic approach [2], and are not seen in the 
Monte-Carlo simulations based on a simple DNA model [3]. 

 
Present contribution gives a new understanding of the mechanism of DNA unzipping taking 

into account possible conformational changes in dsDNA and formation of metastable states of base 
pairs under temperature increase. 

 
The DNA unzipping is considered as a process of probing of dsDNA state by applied force 

at definite temperature. It is taken into account that the DNA double helix is relatively soft structure 
with a set of metastable states, which are populated under temperature increase. Using the normal 
mode analysis of dsDNA dynamics in the frame of 4-mass model approach [4] and considering the 
possible pathways of DNA unzipping, a new model for base pair stretching by external force in 
dsDNA is suggested. The suggested model is close to the Peyrard-Bishop model for DNA melting 
[5], but it also accounts for the disposition of base pairs in the DNA helix and for the dependence of 
the model parameters on pathways of base pair opening. The constructed model supports the 
common view that the observed process of DNA unzipping is the first order phase transition 
induced by applied force. However, at some stages this process may have a different character. The 
developed model leads to linear force-temperature dependence of unzipping at the temperature 
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interval 24-35oC as described in Refs. [2,3]. In the frame of the model an explanation of the 
plateaus appearance on the force-temperature diagram of DNA unzipping can also be done. 

 
It is taken into account that the dsDNA macromolecule does not obtain any significant 

change in its configuration of complementary pairs in the double helix within the temperature range 
15-24oC. For this temperature range, it is known that the effect of double helix unwinding under 
temperature increase takes place [6,7]. This effect may lead to appearance of torque for dsDNA. As 
mentioned in [8], the torque changes an effective unzipping force during the construction of the 
experimental system for DNA unzipping. Taking into account the necessity of pair rotation before 
stretching by external force, as well as the DNA unwinding and unwrapping, the torque is included 
in the effective unzipping force. It is shown that accounting for the DNA torque in unzipping force 
is sufficient for understanding the plateau existing below 24oC.  

 
A mechanism of DNA unzipping at the range above 35oC is treated as two-stage process. On 

the first stage, due to temperature increase the closed base pairs in dsDNA transmit to preopened 
state. This state of base pairs is known as intermediate between close and open states. It is 
characterized by partial destruction of hydrogen bonds and by insertion of a water molecule 
between the bases in the pair [9,10]. The considered stage of DNA unzipping has all features of the 
second order phase transition induced by temperature. Really, the analysis of the normal modes of 
4-mass model shows the possible instability of the lowest optical type phonon mode (near 20 cm-1) 
under temperature increase. The transition of base pair in the preopened state occurs as the 
displacement of the pair center of mass with the order parameter of about 0.5Ǻ. As shown, the 
corresponding transition barrier has a low value along the pathway of pair “opening”. The second 
stage of DNA unzipping at the temperatures above 35oC takes place as the phase transition induced 
by force along the pathway of pair “stretching”. On this stage, the base pair unzipping happens from 
the preopen state, and thus it requires a smaller force. It is taken into account also that the base pair 
transition along “opening” pathway involves the double helix deformation (bending and 
unwinding), which also leads to the unzipping force drop. The effect of DNA preopening explains 
the plateau appearance on force-temperature phase diagram of DNA unzipping at 35oC. 
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The creation of double breaks and depolymerisation of complementary stands of DNA 

macromolecules are the most harmful of all actions of ionizing irradiation and free radicals to living 
organisms. The investigations have been aimed at determining the conditions under which double 
breakages of DNA chains (owing to detrimental action of irradiation) become self-eliminable. Strict 
electrodynamic considerations suggest that the energy V(L) of electromagnetic interaction between 
the two end-pairs of DNA nucleotides on the opposite sites of a double break are totally under the 
control of: 1) the width of the break L; 2) Coloumb electromagnetic interaction V(rni,mj) of charges, 
distributed on a anisotropic surface of these nucleotides; 3) dispersion features of dielectric 
permeabilities εi(ω) and εj(ω) of the nucleotides (Adenine, Thymine, Guanine, Cytosine) and inter-

molecular salt-aqueous medium ε3(ω) through all the range of 
frequencies ω (Kasimier-like force) [1]. The formation of 
hydrated electrons and heavy ions influences the energy of 
interaction in two main ways — changing the frequency 
structure of dispersion features of dielectric permeability of 
intermolecular salt-aqueous medium ε3(ω) and changing the 
Coloumb interaction between nucleotides. This may result in a 
sharp change of the equilibrium of the forces of interaction 
between the nucleotides pair on the opposite sides of a DNA 
breakage.  

It has been for the first time established that at the low concentration η of hydrated electrons 
(see Fig. at η≤10-9) or at high acidity pH of intermolecular salt-aqueous medium (see Fig. at pH=5) 
the energy of the mutual interaction of the some end-pairs of nucleotides (AT-AT, CG-CG) has a 
repelling barrier with value V(L0,η) ≈ (1-3) kT at L0 ≈7-8 A and corresponds to attraction between 
them at L<L0. At η≥10-7 or at pH=12 the barrier disappears. All other transversal end-pairs of DNA 
nucleotides experience only attraction [1]. 

The time-dependent dynamics of the process of depolymerisation, autorepairing, 
degradation and radiation curing of DNA at combined action of two kinds J1 and J2 of ionizing 
radiation and free radicals action is described by equations  

dn/dt = b1J1 + b2J2 + W - n/τrel;  dn1/dt = n/T1. 
Here: n and n1 are concentrations of reversible and irreversible DNA double breaks;  

1/τrel ≡(1/τd)exp{-V0(1-c1J1- c2J2) /KT}+1/T1 is the total probability of radiation DNA double breaks 
relaxation at temperature T; τd and T1 are the times of reversible and irreversible double breaks 
relaxation; W is the probability of non-radiation (e.g. by free radicals action) double breaks 
generation; b1.2 and c1,2 are parameters, that describing interaction of ionizing radiation J1 and J2  
with both DNA and intercellular salt-aqueous medium. The total concentration of DNA double 
breaks equals:   

N = n(t) + n1(t) = (b1J1 + b2J2 + W) τrel{1-exp(-t/τrel) +t/T1 - (τrel /T1) [1-exp(-t/τrel)]} 
There are some main results of this consideration. 

1). For the case of short-time irradiation we have the usual linear (additive) radiation effect: the 
number of double breaks is proportional to radiation doses and total action of free radicals. 
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2). For the case of long-time action of weak intensity radiation we have the phenomenon of 
“hormesis” - decreasing of concentration of double breaks of DNA caused by free radicals action 
with grows of intensity of ionizing radiation. 
3). For the case of combined action of two kinds of irradiation the phenomenon of radiation 
antagonism take place:  the number of DNA double breaks caused by radiation J1 is decreasing with 
growing the intensity of radiation J2. 
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Functioning of biological molecules depends mainly on regulatory DNA fragments of a 
nano scale length (A-tract, TATA-box, etc.). In many cases certain DNA fragments undergo 
anomalous large – from the viewpoint of the elastic theories - deformations of the double helix. For 
example TATA-box 2 nm long in the complex with proteins bends on roughly 80° and unwinds on 
110°. Double stranded DNA (dsDNA) passing through nano pores undergoes overstretching 
transition, which have may be observed by means of laser tweezers direct manipulation of a single 
DNA molecule. Another example of dsDNA stretching (in approximately 1.5 times) occurs when 
DNA forms a complex with proteins molecule. Usually such deformations reveal the changes of the 
double helix conformation. Furthermore the experiments with high-resolution AFM [1] have been 
demonstrated that theory of DNA double strand deformation on nano scales should be more 
complicated than elastic one (for example model a worm like chain - WLC). Therefore this work 
dedicates theoretical investigation of mechanisms of anomalous deformability dsDNA. 
 

We have advanced phenomenological approach in relevant nonlinear models [2,3] allowing 
studying the influence of the conformational transformations of DNA on the shape of the double 
helix chain (intrinsically induced mechanism of DNA deformation). In addition to the deformation 
like that of an elastic rod, those models make allowance for the internal conformational degree of 
freedom, as well as for the interrelation between its conformational transformations of the 
macromolecule and its deformation. For bistable DNA fragments (e.g. in heteronomouse 
conformation as it is for TATA-box) the nonlinear models with two and tree components of 
conformational transformations have been constructed. The strained fragment shape and the energy 
of macromolecule deformation have been found. It is argued, that the significant bending and (or) 
untwisting of short fragments of bistable dsDNA may be realized with energy-cost of thermal 
fluctuations order, on the assumption of realizing of definite boundary conditions (different 
conformational states) and of decreasing of DNA resistance in comparison with that predicted by 
the WLC. Confronting our theoretical results with experimental ones obtained for the anomalous 
deformation of the TATA-box DNA fragment testifies that the mechanism of the intrinsically 
induced deformation may explain the observed effects for a certain DNA fragments. 
 

This work presents also the evolution of our approach of intrinsically induced deformation 
consideration for explaining DNA overstretching. In contrast to intrinsically induced bending and 
(or) untwisting deformations the case of intrinsically induced overstretching is realized under the 
influence of external force, which switch the system into bistable state of normal and overstretching 
conformations. It have been suggested that external force reduces the stretching rigidity of dsDNA 
molecule and at some critical point the macromolecule reach the bistable conformational state and 
can undergo kink-like conformational transition into overstretched state with energy-cost of thermal 
fluctuations order. The boundary conditions and the value of critical force for DNA B-form – 
overstretched transition are determined. We argue that the conformational transition can propagate 
along the molecule with some certain velocity value. The value-range for the propagation velocities 
given by the model concurs with the value-range for puling velocities of DNA molecule in the 
overstretching experiment. 
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The idea of representing complex molecular structures as sets of building blocks is not new. 
It allows one to reduce drastically the volume of the conformational space, since fine details are 
integrated out producing renormalized effective interactions between the surviving collective 
degrees of freedom (the building blocks). The number of the degrees of freedom and accuracy of 
the effective interactions range widely depending on the system under consideration and on 
simplicity of the model. This strategy has led to significant breakthroughs in understanding 
structural properties of complex systems. For example, in the protein folding problem such 
phenomena as nucleation of the hydrophobic core or existence of a molten globule state can be 
explained with the building blocks concept [1]. The shortcoming of this approach is in the lack of 
predictive power for the de novo structure determination stemming from the excessive simplicity of 
the interaction potentials used. 

 
We present here the formalism and the first results of quantum building blocks calculations 

in which the interaction potentials are calculated at an ab initio quantum mechanical level. We have 
performed density functional theory calculations of multidimensional potential energy surface for 
alanine-alanine interactions. In our approach the potential energy of the interaction depends on six 
variables, three of which describe the relative position and the other three describe the mutual 
orientation of the coordinate systems associated with each amino acid, see the figure. Using the 
quantum building blocks approach we found the global energy minimum structures of several Ala 
oligopeptides. The found structures are in a good agreement with our previous complete quantum 
mechanical analysis [2]. 

 
We acknowledge partial financial support from European Commission (project EXCELL). 
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Paper is devoted to the Monte-Carlo computational studying the structural, spectroscopic and 
biochemical properties for the biogene amines: the serotonine  (ST), histamine (HM), γ-amino oil 
acid (AC) and the laser and neutron capture action on these peoperties for cited biomolecules. The 
ST (or 5-hydroxitriptamine, 5-HT) is produced by means of the hydroxciliration of essencial amine 
acid of the triptophane [1]. Under normal conditions an absolute majority of the triptophane (~90%) 
is used for the protein and nicotinamide synthesis and only a rest of the ST is used for synthesis.. 
Probably, ST is the mediator for transition of the nervous pulses in some branch of the brain. HM is 
produced in cells (mastocides) from the histidine amino acid and plays a role of the nervous transfer 
mediator in some regions of nervous system. The γ-amino oil acid AC is produced in the brain 
substance and probably plays a role of the mediator or inhibitor of pulses. Many biomolecules (BM) 
are composed not only by hydrophilic, but also by hydrophobic groups, in the vicinity of which the 
water-water (or blood plasma) interaction is expected to be present even in the zeroth 
approximation. We present results of the Monte-Carlo calculating the cluster consisting of the ST 
(HM) molecules and 100 molecules of water. All relevant interaction potentials are obtained by 
means of the quantum mechanical calculation [2-5]. The water-water interaction potential was 
found by Matsouka et al by the CI method [5]. The BM-water interaction potential was obtained in 
the SCF approximation Calculation is carried out at T=300K; All molecules are treated as rigid. The 
results for interaction energies are given below in table:  

Potential,   kJmol-1 Neutral molecule    zwitterion 
water-water -27.7  ± 0.8  -27.2  ±  0.7 
ST-water -59.5  ±2.0 -348.5  ± 15.0 
HM-water -37,8  ±2.0 -178,4  ± 15.0 

Analysis shows that the zwitterion appears as expected to be strongly favoured with respect to the 
neutral BM. This result is similar to one for system: glycine-water [5]. Analysis shows that the HM 
in the “zwitterion” more intensively (on the order) catalyses the gastric juice secretion and secretion 
from other endocrine glands. We at first consider the possibilities of the laser and neutron capture 
action on the structure and spectral properties of the clusters, including an analysis of the Szilard-
Chalmers (n,γ), (n,n), Mössbauer and GM [3] effects. Some new features are discovered. 
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Whispering gallery modes (WGM) are universal linear excitations of circular and annular 
resonators. They have been first observed in 1910 in the form of sound wave travelling along the 
outer wall of a walk way in the circular dome of St. Paul’s Cathedral in London and were 
investigated by Lord Raylegh. Referring to the acoustic phenomenon the name “whispering gallery 
modes” was also coined for electromagnetic eigenmodes of circular resonators. Dielectric rings, 
disks or spheres can be used as passive or optically pumped active resonators with integrated active 
media. This paper is devoted to the development of electrically pumped WGM semiconductor lasers 
for the mid-infrared waverange.  
 The spectral range of 3-5 µm is extremely important for applications based on molecular 
spectroscopy. This range corresponds to a window of atmospheric transparency and, on the other 
hand, it contains strong absorption lines of hazardous or explosive gases. Spectroscopic systems 
based on tunable semiconductor lasers can be used for high accuracy and selective monitoring of 
these substances and in trace concentrations. 

At present, there are no semiconductor lasers exhibiting high performance in the 3-5 µm 
range near room temperature, which makes difficult the development of corresponding systems for 
gas analysis. There are several types of semiconductor lasers able to operate in this spectral region 
such as type I double heterostructure or quantum well lasers, type II “W” lasers, interband cascade 
lasers or quantum cascade lasers. For different reasons all these lasers exhibit low gain decreasing 
with temperature and, consequently, require low loss waveguides to achieve high temperature 
operation.  The Q-factor of the micro-disk resonator can exceed the factor of 106. Thus, it is 
possible to obtain laser emission form the structures with relatively small optical gain. The use of 
the WGM resonators makes it possible to reduce lasing thresholds and consequently to increase 
operating temperatures of mid-infrared semiconductor lasers. 

InAs based interband WGM lasers emitting in the 3-4 µm range have been reported by the 
Ioffe Institute and the Lancaster University.  This investigation was awarded as the best work of the 
Ioffe Institute for 2005 year. These devices exhibit higher operation temperature than Fabry-Perot 
lasers fabricated from the same material but room temperature operation has not yet been achieved.  
Many particular tasks were solved: 

 
 The mathematical  modeling of the processes in the active region  was performed including 

the processes of the radiative and non–radiative recombination, current distribution, optical 
gain-loss and optical mode distribution in the disk resonator for particular resonator 
geometries; 

 MBE and MOVPE growth of above mentioned  heterostructures for WGM lasers was 
developed; 

 Post-growth processing was developed for all types of active media; 
 Ring laser structures with various diameter of the active area, and with different deformation 

degree, was fabricated and studied; 
 Extraction of output emission from WGM resonators was studied; 
 Optimized design of mid-IR WGM lasers was proposed; 
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The physical processes due to the specifics of the WGM concept are to be studied, which 
will open the way for different applications. A distinctive feature of WGM devices lies in the fact 
that it is the optical modes are degenerate in frequency and waves propagate in opposite directions. 
This results in phase-sensitive mode interaction and the space grid produced by the joint action of 
both modes. This interaction leads to the complicated dynamics of the ring laser, which can reveal 
experimentally a number of effects. For example, the sensitivity of the laser spectrum to rotation or 
magnetic field can be used to fabricate the corresponding sensors. Also the WGM lasers are good 
candidates for laser spectroscopy, where the single frequency operation is more important than high 
output power.  

 
Conclusion: We have obtained laser emission in the mid-IR at 3 mkm from a ring resonator 

DH diode fabricated by LPE. Coherent emission was observed at temperatures up to 125 K and was 
thought to originate from a whispering gallery mode. The results obtained earlier will be combined 
to realise room temperature mid-infrared WGM lasers.  

 
We wish to thanks Russian Foundation for Basic Research and FASIE for support of this 

work. 
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Figure 1: The multi-photon resonance  width for transition 6S-6F in Cs atom 
(wavelength 1059nm) in dependence on the laser intensity (see text) 
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1. Unified QED theory is developed for studying interaction of atoms (nuclei, molecules, atomic 
clusters) with an intense and superintense laser field and analysis of the multi-photon phenomena in 
atomis systems in a field. Method is based on a description of system in a field by the k- photon 
emission and absorption lines [1]. The lines are described by their QED moments of different 
orders, which are calculated within Gell-Mann & Low adiabatic formalism (energy approach). We 
have studied the cases of single-, multi-mode, coherent, stochastic laser pulse shape. Results of 
calculation for the multi-photon resonance and ionization profile in Na,Cs, Yb, Gd atoms are 
presented. New effect of giant Rydberg, autoionization resonances broadening in Yb, Gd in a weak 
electromagnetic field is discovered. Possibilities of realization of the same effects in similar 
molecular and cluster systems are considered. As example in fig.1 we present  results of calculation 
for multi-photon resonance width for transition 6S-6F in Cs atom (wavelength 1059nm) in 
dependence on the laser intensity. We use the denotations: S- for single-mode Lorentz laser pulse;  
M1, M3, M4- for multi-mode Gauss laser pulse respectively with line band 0.03cm-1, 0.08cm-1, 
0.15cm-1; M2,M5-for multi-mode soliton- type with line band 0.03 cm-1 and 0.15cm-1; dots- 
experimental data by Lompre-Mainfrau-Manus-Marinier.  

 
 

 
2. Further we study a behaviour of diatomic molecules and cluster systems in an intense laser field 
that is of a great interest in the last years [1-3].. We present the preliminary results of modeling and 
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predict an effective generation of the atto-second VUV and X-ray pulses under ionization of the 
hydrogen molecular ion and sodium cluster system in a strong laser field. For molecules we used the 
time dependent non-relativistic scheme of the complex rotation method and non-Hermitian Floquet 
formalism [3]. More effective (in comparison with standard scheme) method of the eigen-values 
definition and functions problem solution, which is based on the operator perturbation theory and 
Runge-Cutt integration procedure [1], is further used in the time-dependent problem. For all systems 
the final action includes the following steps: i). generalized complex scaling pseudospectral 
discretization of wave function and hamiltonian in the prolate spheroidal coordinates (methodics 
[3]); ii). construction and diagonalization of time evolution operator for one optical cycle, which  
yields the complex quasienergy eigenvalues and Floquet eigenstates; iii). time propagation of the 
selected Floquet states and evaluation of the time-dependent expectation values of dipole moment, 
momentum with further Fourier analysis of the above cited quantities to produce the harmonic 
generation rates. A consideration of the cluster system in a laser field is carried out within the 
relativistic scheme of the X∀- scattered waves method [4]. We present the results of modelling and 
first predicting the generation of the atto-second VUV and X-ray pulses under ionization of the 
cluster system N10  in a intense laser field. In ref. [3] the results of modelling the generation of the 
atto-second VUV and X-ray pulses under ionization of the molecular system  2D H2+ by femto-
second optical pulse have been presented. We carried out the detailed comparison of the cluster 
Na10 response (our result),  the molecular H2+ response for different internuclear distances 2.5, 3.5, 
7.4, 16a.u. (our data and the coresponding data from refs.[3]) with smoothed Coulomb potential and 
atomic (H) response (spectral dependence) under ionization of  the system by femto-second optical 
pulse. Our calculation shows that the generation of the atto-second pulses in cluster  system is more 
effective and profitable (as minimum the 2-3 orders) than in similar molecular atomic one. 
Correspondingly, it has been shown earlier and confirmed by us that the generation of the atto-
second pulses in molecular system is more profitable too (as minimum the 1-2 orders) than in 
similar atomic one [3]. It is demonstrated by comparison of the corresponding spectral dependences 
of the atomic (atom of H) and molecular responses. Last experimental achievements in field of 
generating high harmonics of optical radiation during atomic ionization by powerful femtosecond 
laser pulses demonstrate a possibility of construction of the compact sources of VUV radiation.  
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Using the super short light pulses changes principally a character of interaction of the laser radiation 
with substance (surface, cluster) [1] under laser radiation intensities more than 101515 Wt/cm2. 
During the laser pulse electrons get energy of 100-1000eV and it is realized a process of forming 
the femto-second laser plasma.(FLP) In this paper we consider possibilities of governing by 
processes, which are taken a place in the FLP in nano-structured porous materials (Si). Nano-
structured porous materials consists of the separated clusters set, that forms the fractal structure or 
regular net.  The main mechanism of the hot electrons generation in plasma is provided by 
oscillation of electron on the border “plasma-vacuum” or resonant absorption of laser radiation. For 
porous materials one may wait for the sharp increasing the hot electrons generation and X-ray 
radiation. Under large intensity of laser field it is observed a new type of the hydrodynamic 
ablation, which has the explosion character. Experimental estimates show that a velocity of the 
plasma flying of the strongly porous samples Si (I~1016 W/cm2) is ~108 cm/s, that is 
corresponding to energy ~2 MeV. We carried out the modelling of FLP forming in the porous 
materials on the basis of the energy balance equations and Green’s function formalism for non-
ordered materials [2,3]. Special attention is devoted to the modelling the system: nano-structured 
porous material with clusters, on surface of which there is a great number of bonds with H and OH 
groups. In a case of the D-and OD group’s one can wait for realization of the cluster explosion 
process and reaction D+D-alpha+n (3,8MeV). In the high density plasma there is possible  an 
excitation of the low lying isomers (level energy less 20 keV) by means of the following channels: 
photo excitation by own X-ray plasma radiation, the electron impact excitation, electron conversion 
etc. Atomic-nuclear numerical code [3] is then used for calculating the stable and long lived  nuclei 
low lying isomers characteristics (time of life, spin, energy, decay channels etc.).  
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The Auger electron spectroscopy is an effective method to study the chemical composition of solid 
surfaces and near-surface layers [1]. When considering the method principles, the main attention is 
given as a rule to the models for drawing chemical information from the Auger spectra and to the 
surface composition determination methods by the Auger spectrum decoding. It is just the two-step 
model that is used most widely when calculating the Auger decay characteristics. Since the vacancy 
lifetime in an inner atomic shell is rather long (about 10-17 to 10-14s), the atom ionization and the 
Auger emission are considered to be two independent processes. In the more correct dynamic theory 
of the Auger effect [1,2] the processes are not believed to be independent from one another.. In fact, 
a consistent Auger decay theory has to take into account correctly a number of correlation effects 
[1]. Here we use our approach to studying the Auger decay characteristics for complex atomic 
systems, clusters and solids, based on the S-matrix formalism by Gell-Mann and Low and QED 
perturbation theory (PT) [2]. Within the frame of QED PT approach, the Auger transition 
probability and, accordingly, the Auger line intensity are defined by the square of an electron 
interaction matrix element having the form:  
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The terms Qul
λQ  and Br

λQ  correspond to subdivision of the potential into Coulomb part cos|ω|r12/r12 and Breat 
one, cos|ω|r12α1α2/r12. The real part of the electron interaction matrix element is determined using expansion 
in terms of Bessel functions: : 
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where J is the 1st order Bessel function, (λ)=2λ+1. The Coulomb part Qul
λQ  is expressed in terms of radial 

integrals Rλ , angular coefficients Sλ  [2]: 
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As a result, the decay probability is expressed in terms of ReQλ(1243) matrix elements:  
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where f is the large component of radial part of single electron state Dirac function; function Z is: :  
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The Auger width is obtained from the adiabatic Gell-Mann and Low formula for the energy 
shift [2]. The basis of electron state functions was defined by the solution of Dirac equation 
(integrated numerically using the Runge-Cutt method). The energy of an electron formed due to a 
transition  jkl  is defined by the difference between energies of an atom with a hole at the j level and 
double-ionized atom at kl levels in the final state: 
 
                                                ),()(),( 12212

J
S

AAJ
S

A LklEjELjklE ++++ −=                                      (5) 
To single out the above-mentioned correlation effects, the equation (5) can be presented as:   
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where the item Δ takes into account the dynamic correlation effects (relaxation due to hole 
screening  with electrons etc.) To take these effects into account, the set of procedures elaborated in 
the atomic theory [1,2] is used. For solid phase, the more precise form of equation (6) is: 
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where ΔEs is a correction for the binding energy change in the solid; Rrel, the same for out-of-atom 
relaxation; eΦ takes into account the work of exit. As example, in table 1 we present the data on 
Auger electron energy for some solids calculated using our method (column B), the semi-empirical 
method under Larkins’ equivalent core approximation [1] (column A) as well as experimental data. 
The calculation accuracy using the Larkins method is within about 2 eV as an average. Our 
approach provides more accurate results that is due to a considerable extent to more correct 
accounting for complex electron interaction.  

Table 1. 
Theoretical and experimental data for Auger electron energy for solids and calculated values 

(А, semi-empirical Larkins method [1]; B, present paper) 
 

Element Auger line Experiment Theory: A Theory: B 
Na 
Si 
Ge 
Ag 

KL2,3L2,3 1D2 
KL2,3L2,3 1D2 

L3M4,5M4,5 1G4 
M5N4,5N4,5 1G4 

994,2 
1616,4 
1146,2 
353,4 

993,3 
1614,0 
1147,2 
358,8 

994,3 
1616,3 
1146,2 
353,5 

 
To conclude, note that the use of the Auger electron spectroscopy in analysis of the surface 
chemical composition requires consideration of Auger spectra and the corresponding characteristics 
of the Auger transitions, interpretation of effects like the shape transformations of the valence Auger 
spectra  due to appearance of new lines, position and intensity changes of individual lines caused by 
the redistribution in the electron state density of the valence band. The correct theoretical 
estimations of the spectral characteristics are of critical importance for their full understanding. 
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We have performed a theoretical exploration of structure formation and stability of atomic 
clusters deposited on a surface. In order to describe energetics, stability and shape of an atomic 
cluster that interacts with a surface we adapt the simple Liquid Drop Model (LDM). In particular, 
we investigate the role of cluster – surface interaction in the stability and deformation of Ar clusters 
with number of particles N (ranging from 4 to 150 particles) deposited on a graphite surface (001). 
The proposed model takes into account the cluster–surface interaction as well as the cluster 
deformation due to the interaction with the surface. We proceed from the fact that the total energy 
of free clusters of noble gases can be predicted within LDM with high accuracy [1,2]. In the present 
work we elucidate the applicability of LDM to the description of properties of deposited clusters of 
noble gases. We obtain a good agreement between the results of LDM and the results of numerical 
simulations based on the dynamical search of the most stable isomers forming in the cluster growth 
process. The numerical simulations were performed with the use of cluster fusion algorithm (CFA) 
[1,2]. We demonstrate that LDM can be used for simple estimation of the shape, stability and 
energetics of deposited atomic clusters. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Left: binding energy per atom for Ar clusters deposited on a graphite surface (001) 
calculated within LDM (line) and CFA (dots); middle: free Ar55 cluster; right: Ar55 deposited on 
a graphite (001) surface. 
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Clusters of polycyclic aromatic hydrocarbons (PAH) and their ions are believed to be one of 

the most probable species in the interstellar space responsible for converting the UV radiation of the 
stars into the intensive IR radiation, known as unidentified infrared bands [1,2]. The current 
knowledge of structure and properties of PAH clusters is very limited. Laboratory studies have just 
started to appear while reliability of the theoretical results is limited due to the subtle interplay 
between the van der Waals polarization forces and the electrostatic interaction [3]. 

 
Using the methods of density functional theory (DFT) we 
have demonstrated [3] that there are two energetically 
competitive geometries of the coronene dimer. These are a T-
shaped configuration and a parallel-displaced stack which are 
promoted by electrostatic and van der Waals forces, 
respectively. Based on these results we found the global 
energy minimum structures of the coronene clusters in the 
situation when the electrostatic interaction dominates and in 
the situation when the van der Waals forces prevail (also 
studied previously [4]). The dominance of electrostatics 
results in T-shaped motifs, exemplified on the left for 
(coronene)3 cluster, while van der Waals interaction favors 
stack-based configurations, shown below for (coronene)10.  
 
Rotational constants 
and the normal 
modes in the obtained 
sets of structures are 
distinctively different 

making possible to distinguish experimentally between the 
two situations. 
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The collective induced-dispersion mechanism of selective atom-surface interaction - non-diffraction 
velocity and frequency-dependent grazing collision and interaction between the beam of neutral atoms 
(molecules or clusters) with longitudinal velocity vev z= and the target surface having a periodical structure 
(e.g., a crystal lattice with periodical electric field ),(),( Λ±= zxEzxE , outside the crystal in the immediate 
vicinity of its surface) is discussed. The same phenomenon takes place for the modulated surface moving in 
the motionless cold gas of neutral atoms or molecules. The regarded effect takes place at certain combination 
of relative (particle to surface) velocity v , longitudinal period Λ of the near-surface field and the frequency 
ω0 of one of the strong electron resonance in a moving particle. At longitudinal relative motion of atoms in 
the near-surface periodic electric field ),( zxE they are influenced by alternate excitation with frequency Ω 
= 2πv/Λ. In atoms with polarizability α(Ω,ω0) the field induces electric moments 

),(),(),( 0 txExtp ωα Ω= , which oscillate with the same frequency Ω and phase ϕ dependent upon 

the relation between Ω and ω0. Each of these moments (1) in turn interacts with the field ),( vtzxE =  it’s 
caused by. The interaction energy is W(x) = α(Ω,ω0)|E(x,t)| 2.    
It was shown [1] that the values of atom-surface interaction energy and the force of interaction  

W(x) ≈ W0 exp(-2πx/Λ), Fx ≈ [2πW0/Λ] exp(-2πx/Λ)     
depends on the distance x from the surface to a moving atom. For oriented Ge or Si crystal surface (e.g., at Λ 
≈ 2Å) we have |W0| ≈ 0,5 eV. The sign of this energy depends on the dispersion of internal electron atom 

polarizability α(Ω,ω0) ≡ α0/[(Ω-
ω0)+iΓ/2] and is determined by the 
relation between frequencies Ω and ω0. 

If Ω < ω0 (see case a) on Fig.), 
the energy of atom-surface interaction 
W(x)  is negative, which means the 
atoms are attracted to the surface. Such 
combination of Ω, v, Λ and ω0 causes 
the existence of a potential hole 
W(x)<0 and negative force Fx near the 
surface and the increase of near-surface 

concentration of longitudinally moving atoms. In another case b) (at Ω > ω0) the energy W(x)>0 (potential 
barrier) and force Fx>0 and the atoms are repelled from the surface to the distance x > Λ. For the case c) of 
multi-component moving atom (molecule) beam (with presence of different types of atoms Aα, Aβ,.., Aγ with 
resonant frequencies ω0α, ω0β,..., ω0γ) it is possible to achieve strong attraction for certain type Aα of atoms 
(at Ω < ω0α and (ω0α-Ω) ≤ Γα) and repulsion regime of motion for other types Aβ,.., Aγ of atoms (at Ω > 
ω0β,..., ω0γ).  

This mechanism of controlled interaction between the neutral atom (molecules) and the crystal 
surface was investigated for the case of natural crystal (plane) surface and at motion of different clusters (e.g. 
C60 fulleren) along the periodical 2-dimensional magnetic domain surface. 
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The microstructure of the material can essentially influence its properties. This phenomenon 
becomes more pronounced when going down to nanoscale. The present work deals with the 
preparation of nanostructured thin Pb films by vapor deposition technique. It was found that such 
films near the percolation threshold exhibit gas sensitivity towards ammonia vapors [1]. These films 
were deposited on glass and alumina at 80 K and then annealed to room temperature. The film 
structure was strongly influenced by the deposition conditions, namely the flux. By changing the 
flux from 4·1013 atoms/cm2 to 16·1013 atoms/cm2 one was able to produce sensitive and insensitive 
films with the same amount of lead and very different microstructure [2]. The conductance of the 
deposit was measured during the experiment using Keithley 6517A electrometer. It was found that 
the resistance changed during annealing nonmonotonically during heating from 80 to 300 K. The 
columnar growth model, explaining the observed changes is proposed. 
 
In order to study the atomistic processes, taking place during the cryocondensation, the combined 
Molecular Dynamics (MD) – Temperature Accelerated Dynamics (TAD [3]) simulation was carried 
out. Using TAD allowed us to simulate the deposition of Pb with typical rates (0.05 ML/s), used in 
our experiments. The dependence of film roughness and percolation threshold on deposition 
conditions are discussed. 
 
The work was partially supported by RFBR grant # 05-03-32293. The authors are grateful to Prof.      
A.Voter for TAD source code. 
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Introducing a single transition metal atom into a small gold cluster can modify the electronic 

shell structure significantly. The strength of the interaction between host cluster and dopant atom is 
strongly determined by the size of the dopant (geometric stabilization) and the number of dopant 
valence electrons (electronic shell closures). The combined effect of these parameters is reflected in 
the total binding energy, Bn, and the differential binding energies or dissociation energies, Dn = Bn – 
Bn-1. In our experiment, the clusters are excited by high fluence laser pulses to promote 
fragmentation. After photoexcitation the internal energy is statistically distributed over the 
vibrational modes of the system and the cluster does not instantaneously dissociate. This concept of 
delayed fragmentation can be described by statistical models and the recorded fragmentation yields 
after a well defined time can be converted to dissociation energies [1]. 
 

The dissociation pathways and size-dependent stability of cationic AunX+ (X = Y, Er, and 
Nb, n = 5-20) clusters produced in a laser vaporization source are investigated. The photo-
fragmentation experiments were performed with a reflectron time-of-flight mass spectrometer 
incorporating a wire-type mass gate. Statistical models based on the detailed balance theory are 
presented and applied to determine the relative dissociation energies from both the recorded 
abundances and the fraction of mass selected clusters that undergo delayed fragmentation in the 
time window of the experiment. The dopant elements Y, Er, and Nb have been chosen to extend our 
earlier work using 3d dopant atoms towards 4d transition metal atoms (Y, Nb) and lanthanide (Er) 
dopants [2], [3], [4]. Gold monomer evaporation turns out to be the most likely fragmentation 
channel for doped AunX+, with the exception of Au18Y+ and Au20Y+ for which gold dimer 
evaporation is a competing channel. The extracted dissociation energies show an odd-even 
staggering and enhanced stabilities for certain cluster sizes, in agreement with simple electronic 
shell model predictions. 
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We have performed density functional 
theory (DFT) calculations of energies for 
four plausible configurations of dimer of 
coronene (C24H12) [1] (shown on the left). 
The stack configurations (superimposed 
stack (SS), twisted stack (TS) and parallel-
displaced (PD) stack) are favoured by the 
van der Waals forces while the T-shaped 
configuration is favoured by the 
electrostatic interaction. In order to get a 
better description of the van der Waals 
interaction, the DFT results were corrected 
by a phenomenological London-type 1/r6 
term. Depending on the magnitude of this 
term, both the T-shaped and the PD stack 
configurations can be the global minimum 
configuration of the system. It is quite 
surprising that the T-shaped configuration 
is energetically competitive for such a large 
system for which a graphite-like stacked 
structure had been expected a priori.  

 
We developed a model in which each coronene 
molecule is represented by a set of four charged rings 
[1] (shown on the right). Adjusting the parameters of 
these rings one can reproduce the binding energies 
and potential energy surfaces obtained with the ab 
initio DFT calculations. In particular, one can analyze 
the interplay between van der Waals polarization 
forces and the electrostatic interaction and determine 
ranges of parameters which make the T-shaped or the 
PD stack energetically preferable geometries.  
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X-ray photoelectron spectra (XPS) and electronic structure of some cobalt(II), cobalt(III), 
cobalt(II/III) and nickel(II) complexes have been investigated on the Kratos Axis Ultra 
spectrometer with monochromatic excitation by AlKα radiation. XPS has been widely applied to 
study the transition metals complexes [1]. In general, each electronic state demonstrates rather 
characteristic and distinguishing features in the XPS spectrum.  For the first time, we have used the 
XPS method to study the electronic structure of polynuclear cobalt and nickel trimethylacetates. 
Polynuclear transition metal complexes with bridging carboxyl ligands have unusual structures and 
demonstrate unique chemical and physical properties. The complexes refer to magneto-active 
clusters and may be considered as models for metallo-ferments [2]. Polynuclear systems with 
bridging ligands are among the best to create conditions for the exchange interactions between 
paramagnetic centers. 3d transition metal (M) complexes are of special importance in this context: 
high electron-density delocalisation in M-OCO-M moieties generates good exchange channels in 
them [2,3]. The Me2p, Me3p, Me3s, N1s, O1s and C1s spectra of the cobalt/nickel complexes 
have been fitted with different states in accordance their structures obtained by XSA [4]. It has 
been found that composition obtained by using atomic sensitivity factors and reference sample are 
far different. The second way gives data that are in good agreement with XSA data. Taking into 
account correlation between Me2p3/2-Me2p1/2   separations, both relative satellite intensities and 
energies, and magnetic characteristics the complexes have been identified as Me(II), Co(III) and 
Co(II/III) complexes or other words as high-spin, diamagnetic and high-spin/diamagnetic ones. It 
also supported by peak widths and binding energies. It has been found that the most sensitive 
parameter of the state of the cobalt atom is Σsat/I Co2p3/2, which differs by a factor of two for the 
high-spin Co(II) and the low-spin Co(III) complexes. The XPS data suggest that the nonanuclear 
cobalt complex can be described as a high-spin Co(II) complex and  the hexanuclear cobalt 
complex contains both the diamagnetic cobalt(III) and the high-spin cobalt(II). Thus structural 
relationships of the newly synthesized complexes are established on the basis of XSA and XPS 
results.  
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The optimized structure and electronic properties of neutral, singly and doubly charged strontium 
clusters have been investigated using ab initio theoretical methods based on density-functional 
theory. We have systematically calculated the optimized geometries of those clusters consisting of 
up to 14 atoms, their average bonding distances, electronic shell closures, binding energies per 
atom, dissociation energies and the gap between the highest occupied and the lowest unoccupied 
molecular orbitals [1]. It is demonstrated that the size-evolution of structural and electronic 
properties of strontium clusters is governed by an interplay of the electronic and geometry shell 
closures. It is shown that the excessive charge affects the optimized geometry of strontium clusters. 
Ionization of small strontium clusters results in the alteration of the magic numbers. Stability of 
positively charged strontium clusters towards fission is analysed [1,2]. The obtained results are 
compared with the available experimental and theoretical data. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Left: binding energy per atom for the most stable neutral (filled squares), singly 
charged (filled circles) and doubly charged (filled triangles) Sr clusters; right: optimized 
geometries of neutral Sr clusters. 
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Figure 1: Specific (per molecule) cross sections 
of electron attachment (solid lines), of electron 
impact ionization (dotted lines) and geometrical 
cross-sections (dashed lines) for clusters of 
carbon dioxide and water vs. cluster size n. 

LOW-ENERGY ELECTRON CAPTURE BY MOLECULAR CLUSTER. 
EVIDENCE OF POLARIZATION AND DIPOLE MECHANISMS 
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We report measurements of the absolute cross sections σ s of low-energy electron 
attachment to (CO2)n and (H2O)n molecular clusters. The experiments were performed using crossed 
beam technique for electron–cluster single collisions and variable cluster sizes n and electron 
energies E [1, 2]. The clusters were formed by gas (or steam) condensation in a supersonic jet 
downstream of a sonic nozzle [3].  

 
A sharp increase in the attachment cross section has been observed at E  0 (see Figure). 

The effect is most pronounced for water cluster: at n ≈ 1 000 and E ≈ 0.2 eV (that is the minimal 
average energy of electron beam used in our research) the attachment cross section is one order of 
magnitude higher than the geometrical cross-sections of solid cluster.  

 
 The possible pathways of attacment resulting in σ s as large as these are discussed in the 

report. The long-range polarization interaction between electron and cluster is found to be 
responsible for electron capture by (CO2)n , but fails to account for larger σ s for water cluster. In 
latter case the most likely mechanism is the electron capture in dipolar electric field of cluster. The 
origin of large permanent dipole moment of water cluster is discussed and the approximate 
magnitude of the moment is estimated.  
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The details of cluster formation from vapor are of fundamental interest to the study of gas–
condensed phase transitions laying in the basis of many modern technologies of nanoclusters and 
nanocluster materials production. One of the main methods modeling these processes is the Direct 
Simulation Monte-Carlo (DSMC) method [1]. The realization DSMC method requires the 
description of particles collision at a microscopic level. However in many cases the needed 
information is missing even for ordinary transition metals and semi-conductors (as silicon or 
carbon). 

 
In this work the problem of the particles collision model selection was considered by the 

example of DSMC modeling of condensation of silicon (or carbon) vapor expanding into vacuum or 
inert gas. The important feature of this problem is the wide range of vapor temperature change 
(300-7000 K) at expansion. In these conditions using the simple collision models (as hard sphere) 
leads to the low accuracy. The more complete model of atoms and clusters collisions was created in 
the context of the common model of clusters formation processes [2] in the mixture of silicon (or 
carbon) vapor and helium. The model takes into consideration the dependence of the collision cross 
section from the collision energy. The model is based on the calculations executed partially by the 
scheme described in the work [3] using the potential obtained by the density functional theory 
(DFT) calculations. The non-additivity of potential of nanocluster’s atoms is shown. 
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Figure: In the three-center Coulombic over-the-barrier model [1], single electron 
dynamics is related to two saddle points Uhigh and Ulow generated by effective charges at 
three sites A, B and C for collisions of A (ion) + BC (covalent molecule or rare gas 
dimer). 
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Much attention has been called to the multiple ionization dynamics of molecules by impact 
of ions.  For diatomic molecules, the angular and charge state distributions of Coulomb explosion 
fragments have been intensively measured for ‘fixed-in-space’ molecules with the momentum 
imaging technique.  In contrast to covalent molecules, however, rare gas dimers have been little 
investigated, where the dynamics thereby is far different due to electron localization character.  In 
the present contributions, we address the multiple ionization (actually electron transfer) by slow (v 
<<1 au) highly charged ions in the three-center Coulombic over-the-barrier model developed by the 
present authors [1-3]; in particular, we clarify the electron stereodynamics peculiar to rare gas 
dimers (e.g. Ne2) in comparison to covalent molecules  (e.g. N2) and analyze how it manifests in the 
ionized fragment distributions. 
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Fission is a ubiquitous process playing important roles in many physical phenomena. In 
fission, the initial and final states of a system are separated by a potential barrier, the so-called 
fission barrier. The height and the shape of this barrier determine most of the experimental 
observables of the process, such as characteristic fission times and branching ratios between 
different fission channels. 

 
We discuss relative advantages and disadvantages of two general approaches which are used 

for carrying out a molecular dynamics analysis of fission processes [1]. The goal of both approaches 
consists in finding the optimum fission pathway which minimizes the fission barrier. The optimum 
fission pathway frequently involves complicated rearrangements of the ionic structure including 
formation of intermediate metastable configurations [2] which makes this problem rather difficult. 

 
The first approach to the molecular dynamics analysis is the conventional molecular 

dynamics simulations which emulate the evolution of a system with time [3,4]. This approach relies 
on the assumption that the system explores sufficiently large volumes of its phase space (thus 
covering sufficiently large areas of the potential energy surface) if a sufficiently large number of 
runs of the simulations are made and each run is sufficiently long. In order to shorten the required 
CPU time one usually assigns rather high initial temperatures to the system. In such a case, 
however, the system tends to fission along the shortest path rather than along the path with the 
lowest potential barrier. Therefore, one has to find the optimum balance between the reliability and 
the feasibility of simulations. 

 
The second approach consists in a direct (manually- or algorithmically-driven) exploration 

of the potential energy surface of the system [5]. This approach allows one to perform a systematic 
analysis of the various fission scenarios, reducing the chance of an accidental omission of an 
important fission pathway. We review one of the possible algorithms for exploration of the potential 
energy surface [3,5] and give examples of its applications to fission processes in atomic clusters, 
bio- and macro-molecules. 
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Using the nozzle molecular beam (MB) technique and the molecular dynamics (MD) 

method, the processes of both the polar dissociation (PD) of molecules in n2 )OH(  clusters and the 
polar fragmentation (PF) of clusters 

j2i2
PF

j2
-

i2
PD

1n22n2 O)(HHOO)(HHO)(HHOO)(HHO)(HOHO)(H −++
−

∗ +⎯→⎯⋅⎯→⎯→  (1) 
at cluster-surface and cluster-cluster collisions are studied. 

Molecular beam of water clusters was formed from a supersonic jet of water vapor [1]. In 
MB experiments, the scattering indicatrix of neutral and charged fragments of n2 )OH(  clusters at 
varying the mean cluster size in the beam (n<5·104) and the angle α of the cluster incidence on the 
target were determined. The targets were made as flat plates from different materials (metals, 
dielectrics, semiconductors). The kinetic energy of water clusters in the beam was determined by 
the temperature of superheated vapor in the nozzle source and its value per molecule did not exceed 
0.17 eV. It has been found that the scattering is of lobed character, and the ion current increases 
with n at n>100 and α. The values and relation between ion currents of different signs depend on 
the target material and the angle α. 

The MD calculations of stable geometries and energy parameters of neutral n2 )OH(  
( 100n ≤ ), positively n2 )OH(H+  and negatively n2 )OH(HO−  ( 15n ≤ ) charged clusters have been 
carried out within the framework of the Stillinger-David polarization model [2,3], which assumes 
that a OH2  molecule consist of two protons and doubly charged negative oxygen ion having a 
scalar polarizability. The interaction potential is constructed as a sum of central potential 
responsible to the polarization energy, which appears due to induced dipole moment of the oxygen 
ion in the field of remaining charges. 

The polar dissociation energy of an isolated water molecule M
PDE  equals 16.9 eV, whereas 

the threshold energy aq
PDE  of the formation of the ionic pair +

aqH  and −
aqOH  in liquid water is much 

smaller ( PDE 0.58eV≈ ) because of the ion hydration. The values of both PDE  for molecules in 

n2O)(H  clusters and the threshold energy of the clusters polar fragmentation PFE , obviously, 
depend on n. The energy PDE  for the process (1) at the constant temperature can be determined 
using energy parameters of neutral and charged clusters. For this purpose, we shall schematically 
present the process (1) in the form 

n2O)(H j2i2
-

22 O)(HOHO)(HHOHHO)1)(H-(nOnH −++ +→++→→ .   (2) 
The threshold energy of this process is 

(j)],U(i)[U]E[U(n)(n)E M
PDPF

−+ +−+=        (3) 
where (i)UU(n), +  and (j)U−  are the breakage energies of intramolecular bonds in neutral n2O)(H , 
positively i2O)(HH+  and negatively j2O)(HOH−  charged clusters, respectively. 

In this work, the size dependences of quantities included in (3) were determined through the 
MD simulation of neutral and charged water clusters. 
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The dynamics of the cluster fragmentation and ion pairs formation during cluster – cluster 
(n=27 and 100) and cluster – surface (n=27, 64 and 100) collisions are investigated through the MD 
simulation for relative collision velocities of 1, 3, and 10 km/s. It has been obtained that ion pairs 
are formed due excitation at compression of the finite number of molecules followed by their polar 
dissociation and ion hydratation. 

The formation of charged particles was observed only for V = 10 km/s. At this velocity the 
kinetic energy per molecule in cluster is 2.33 eV that is less than M

PDE  by a factor 7.25. The 
substantial decrease in PDE  for clusters qualitatively corresponds to the size dependences of 

)n(EPF . 
 

 
Figure 1: Time variation of the number of ion pairs N, rotational RT  and 
vibrational VT  temperatures of molecules in colliding 272 )OH(  clusters at 
V=10 km/s and T=20 K (a) T=130 K (b) 

 
Figure 1 shows the time variation of the number of ion pairs N, rotational RT  and 

vibrational VT  temperatures of molecules in colliding 272 )OH(  clusters at V=10 km/s and 
temperature of clusters 130 K. It should be pointed out that the maximal lifetime of ion pairs (the 
time up to recombination) was detected at T = 130 K, the maximal number of ion pairs (N = 4) was 
at T = 70 K. Despite the continuous (classical) energy distribution over the vibrational degrees of 
freedom in the model adopted, the collision process exhibits a nonequilibrium character. TR 

increases faster than TV. The reason is that at the hydration of ions +H  and −OH  formed on impact, 
the first stage of the dissipation of the hydration energy is bound up with the rotational excitation of 
molecules surrounding the ions. The maximal value of N was observed when t ranges from 0.11 to 
0.13 ps that correspond to the most compression of clusters. 
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 We investigate the various fragmentation and formation channels of fullerenes using a 
statistical description first applied to polypeptide folding[1]. In this formalism, the growth and 
defragmentation of fullerenes are treated as phase transitions, and we present a scheme of 
constructing a parameter-free partition function describing such a process. Thus, we develop a 
theory describing all essential thermodynamical properties such as heat capactiy, free energy and 
the phase transition temperature. The predictions of our theory are compared with available 
experimental measurements on the melting of fullerenes[2] and with results from molecular 
dynamics simulations[3]. 
 

Two examples of possible defragmentation channels of C60 are shown in Figure 1. Channel 
(a) corresponds to the transition of C60 in the gas phase of 30 C2 molecules, while channel (b)  
corresponds to the polymerisation of the fullerene. 
 

 
Figure 1. Possible fragmentation channels of C60 into a gas or polymer phase. 
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An atom confined within a fullerene is dynamically screened from the external electromagnetic 
field - it experiences a field that is amplified - leading to an enhancement of the photoabsorption of 
the confined atom. The amplification occurs in a certain frequency range determined by the 
plasmon excitation in the confining fullerene. This enhancement factor was discussed by Connerade 
and Solov'yov in [1] for the case of the infinitely thin fullerene. 
 
The dynamical enhancement factor due to a fullerene of finite thickness is presented here. The 
existence of a second surface of this fullerene is significant as this allows for the presence of two 
surface plasmon modes [2], in contrast to the single plasmon considered in [1]. The figure is a plot 
of the enhancement factor for the infinitely thin fullerene and the fullerene of finite thickness. The 
profile of the enhancement factor for the thick fullerene has an additional feature [3], which is due 
to the manifestation of the second plasmon mode, as indicated by the arrow in the figure. 
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The results of renewed calculations of fullerene plasmon excitations within the jellium 

model and the Local Density Approximation (LDA) are presented. The account of finite thickness 
of spherical fullerene layer within the jellium model is shown to lead to the appearance of two 
surface plasmon resonances in photoabsorption spectrum. Our previous calculations [1] within the 
LDA, in which the core potential for 240 electrons was created by the uniformly charged thin 
sphere, revealed only one giant plasmon resonance located at 20 eV.  

 
The renovated fullerene calculations are performed within the self-consistent LDA with the 

following effective potential:  

( ) ( ) ( ) ( ) ( )rVrVrd
rr

rnrVrV psxccoreeff ++′
′−

′
+= ∫                                       (1) 

Here ( )rVcore  is the jellium potential created by 60 positively charged C+4 ions on a sphere with 
radius R=6.66 a.u., the second term describes the Coulomb interaction between electrons. The 
exchange-correlation potential ( )rVxc  is presented by the Perdew and Wang parameterization [2] 
for density functional. The additional pseudopotential ( )rVps  is added here to take into account the 
finite thickness of fullerene sphere with the following parameterization [3]: 

( )
⎩
⎨
⎧

δ+>δ−<
δ+≤≤δ−−

=
2;2,0
22,0

RRrRRr
RRrRRV

rVps                                          (2) 

The parameters V0 and δR of this potential are chosen to achieve the agreement with experimental 
ionization potential and calculated width of valence zone [3]. The inclusion of the potential ( )rVps  
leads to the stronger mixture of σ- and π- orbitals in the valence zone that increases the role of 
many-electron correlations.  

 
The obtained single-electron wave functions are used in the calculations of photoionization 

amplitudes and cross sections within the Random Phase Approximation (RPA). Within the RPA 
calculations we include the interaction between electrons of 10 outer shells simultaneously. Due to 
the potential ( )rVps  the cross section reveals the double giant resonance structure which may be 
associated with the electron excitation modes on the external and internal shell surfaces. The first 
main maximum located at the excitation energy ω ~ 20 eV is the giant plasmon resonance which is 
well-known and has been found both experimentally and theoretically within different models (see 
for example [4] and references therein). The second resonance at ~35 eV being smaller than the first 
one has also the collective nature and appears due to the account of many-electron interactions and 
double-surface spherical layer.  
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The main contribution to the total photoabsorption cross section, in particular to the second 
resonance, comes from the l→l+1 partial transitions. Fig. 1 shows the typical behavior of number of 
partial cross sections for σ- orbitals with orbital momentum l = 7, 8, 9. Note that when we neglect 
the pseudopotential (2) in calculations the σ- orbitals do not give the essential contribution to the 
total cross section.  

 
The results of the calculations of fullerene total photoionization cross section will be 

presented at the conference in comparison with other calculations and experimental photoabsorption 
cross section. 
 

This work is supported by INTAS (grant No 03-51-6170) and Swiss National Scientific 
Foundation (SNSF IB7420-111116). 
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Figure 1: The partial cross sections for l→l+1 transitions from the σ - orbitals of 
fullerene.  

1,0 1,5 2,0 2,5 3,0 3,5
0

20

40

60

80

100

120

140

160

180

200

220

 

 

cr
os

s 
se

ct
io

n,
 M

b

photon energy, Ry

9l-->εm

10m-->εn

8k-->εl



PS-39 

 167
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Fullerenes due to its mesoscopic sizes have been proved to be a non-conventional but 
attractive target for collision studies intermediate between atoms and surfaces. Collision studies of 
C60 with intense lasers, fast beams of electrons and heavy ions have provided greater insights into 
the structural and collisional aspects. It is known that the C60 molecule exhibits a collective mode of 
excitation of its loosely bound de-localized pi-electrons, called giant dipole plasmon resonance 
(GDPR). The effect of the GDPR has been predicted in theory and observed in photo absorption 
studies and intense laser induced ionization of C60 [1]. The evidence of the collective excitation and 
wake-field induced Stark mixing effect on heavy ion-induced x-ray emission in collisions with C60 
was found [2] which is similar to that observed in ion-solid collisions. The ionization and 
fragmentation of fullerene in collisions with fast heavy ions have been investigated only in a few 
cases [3,4,5,6]. The collective excitation is expected to play a major role in the ionization of C60 
which was first addressed in [3] and a model based on the GDPR excitation was then proposed.  
The model predicts very weak energy dependence but quite sensitive to the projectile charge state q. In 
order to explore the effect of the GDPR we have, therefore, investigated the single and multiple 
ionization of C60 in collisions with 3.125 MeV/u O ions. The charge state dependence of the 
ionization cross sections are investigated along with a gaseous target, such as, Ne. The fast heavy 
ion beams of  O-ions were obtained from the 14 MV Pelletron accelerator facility at TIFR, Mumbai. 
A Wiley-Mclaren type time-of-flight (ToF) mass spectrometer was used to mass and charge state 
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Figure 1: Recoil ion charge state distribution of  relative yields of C60 ions,  

                          normalized to the yields for C60
1+. The lines are the GDPR model predictions. 

 
analyze the reaction products. A micro channel plate was used to detect the recoil ions whereas a 
channel electron multiplier to detect the electrons. We plot the ratios (see Fig. 1) of yields of 
various recoil C60-ions as a function of recoil ion charge states (R+) and all of these are normalized 
to single ionization yields (i.e  R=1+). It can seen that the ratios of double-to-single ionization 
yields is about 28.5%. This fraction for triple and quadruple ionizations are 6.5 % and 1.5 %, 
respectively. These fractions are same for q=7+ and 8+. The observed ratios are compared with the 
GDPR model prediction for the ratios of double-to-single and triple-to-single plasmon excitation 
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 Figure 1: Projectile q dependence for single (a) and double (b) ionizations of C60 for    
                 3.125 MeV/u Oq+ projectile. Solid lines are GDPR cross sections normalized  
                 independently to experimental data. Insets in (a) and (b) show single and  
                 double ionization for Ne and C60 (taken from [9]).

cross sections and so on. Such an agreement is in line with the observations of intense laser based 
experiment in which one claims that the single and double ionizations are entirely dominated by the 
single and double plasmon excitation.  

Next we compare the yields of the single and double ionization with the prediction of the 
model. In figure 2, we show the q-dependence of single and double  ionization yields. Along with the data 
we also plot predictions of GDPR model independently normalized to data in each case.  The single and 
double ionizations yields show excellent qualitative agreement with the predictions of GDPR model based 
on single and double plasmon excitation, respectively. It is to be noted that ionization yields increase linearly 
with q for both the cases contrary to the expected behaviour for a gaseous target. The figure also shows the 
comparison with the ionization yields for Ne target. It is obvious that the ionization yields increase with q 
much faster that that for C60. The triple  and quadruple ionization cross sections are found to be almost 
independent on projectile charge state and that the GDPR model is not adequate to explain the qualitative 
behavior. This could be due to the complication of the multiple ionization process due to the coupling other 
low impact parameter collision processes such as fragmentation, evaporation, dynamical screening. 
However, more recent experiment with Si projectiles (q =6-14) show  again a similar linear q-dependence. It 
is therefore shown that the single and double ionization process is largely dominated by the single and 
double plasmon excitation. The details can be found in our recent work [9,10] and will be presented. 
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Heavy ion atomic collision technique has been proved to be a powerful tool to study the 

structural and collisional properties of atoms, molecules, solids, surfaces and clusters including 

fullerenes. The collective excitation, commonly known,  as the giant dipole plasmon resonance 

(GDPR) has been found to play a major role in photo-ionization [1], intense laser based multiphoton 

ionization [2] and fast-ion ionization [3-7] of C60-fullerene. The fullerenes are ``small'' particles  

with diameter ~10Å over which a large electron density similar to that of a solid foil, is sampled 

while the  single collision condition is satisfied. The GDPR is known to have excitation energy ~20 

eV with a width of ~10 eV and integrated oscillator strength 71 [1]. The giant dipole resonance in 

nuclear reaction is a well known phenomenon.  In ion-solid collisions the collective electronic 

response is known to give rise to a dynamic screening and a wake of electron density fluctuations 

trailing the ions and a resulting Stark splitting has also been observed in Ly� x-ray emission yields 

in e-capture by fast bare ions in solids [8] as well as in fullerene [9].  However, a direct evidence of 

this process in fast ion-collisions is awaited which could be done by detecting the electrons emitted 

following the GDPR excitation. 

In a typical ion-atom collision the low energy electron emission spectrum is known to carry 

the signature of different ionization mechanisms such as soft collision, binary collisions, electron 

capture in continuum, two center effect and newly investigated Young type interference 

phenomenon [10-12]. In addition to these the collective excitation may also play a major role if the 

collision partner is solid or cluster including fullerene.  In case of collisions involving C60-fullerene 

the mechanisms of electron emission are governed by even more complicated processes. The double 

differential electron emission spectrum do have the signatures of single particle behaviour, 

collective response and inner-shell ionization (apart from characteristic molecular processes). One 

has find a proper procedure to extract the GDPR contribution from such electron spectrum. We 

have initiated such experiments in which we detect electrons of energies 1-40 eV for various angles 

between 200 and1600 in collision of fast (4 MeV/u) bare F-ions with C60-vapour. The ion-beams 

were obtained from 14 MV tandem Pelletron accelerator and was made to interact with an effusive 

jet of C60 vapour which was produced by heating the C60 powder to a temperature of about 4500-

5000C. The electrons were detected by using an hemispherical electrostatic analyzer which can be 
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rotated between 200 and 1600. The typical DDCS spectrum falls sharply with emitted electron 

energy. To compare the spectrum with a typical electron spectrum in ion-atom collisions we have 

also studied the electron emission from He atoms. In addition, we have compared the data with the 

theoretical spectrum for C-atom in collisions with the same target. The theoretical calculations for C 

atoms are obtained using the CDW-EIS model. From such a comparison initial results are obtained 

which indicate that the DDCS spectrum shows broad peak-like structure in the low energy part of 

the spectrum (between 1-20 eV) arising from the GDPR process. The angular distribution of  

electrons of different energies were plotted and compared with the similar experimental data for He 

atoms as well as for the CDW-EIS calculations for the C-atom. The distributions clearly show the 

trends which are different from that in ion-atom collisions. However a theoretical model explaining 

the distributions on the basis of collective plasmon excitation is awaited. The details will be 

provided. 
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The photoionization cross sections of the fullerene positive ions C60
q+ q = 1, 2, 3 are 

calculated within the photon energy range from the ionization thresholds up to 80 eV and compared 
with the recent experimental data and other calculations for C60

+ [1], [2]. The main goal is to study 
the features and changes in giant plasmon excitations along the series from neutral fullerene to its 
ions. The theoretical framework used in the present work has been developed earlier and applied for 
the description of photoionzation of C60 and C60

+ [3]. In the present work the theoretical approach is 
improved by means of using the Perdew-Wang parameterization [4] for the exchange-correlation 
energy functional.  
 

The total photoionization cross section is calculated as a sum of partial cross sections for 
each orbital. The ionization amplitude of each orbital is calculated both within the single-electron 
approximation and also by taking into account many-electron correlations. At the first stage, the 
frozen core model and the Local Density Approximation (LDA) are used assuming that there is a 
single electron transition during the process. The correlations between the transitions from different 
states are taken into account within the Random Phase Approximation (RPA). Single-electronic 
states of a fullerene ion are calculated within the spherical jellium model with the self-consistent 
potential [3] determined within LDA. The basic Kohn-Sham equations are used for determining of 
the single-electron wave functions for both the sphere and the spherical layer. The RPA calculations 
include the interaction between electrons of the 10 outer shells (six π- orbitals and four σ- orbitals). 

 
The calculated photoionization cross sections for the neutral fullerene, as well as for its ions 

C60
+, C60

2+ and C60
3+ indicate the well-known giant plasmon resonances with positions of ~20 eV 

for all fullerenes. This is in a good agreement with the classical Mie theory and the experimental 
data [1] for the ions C60

+, C60
2+ and C60

3+. Fig. 1 shows the calculated total photoabsorption cross 
sections for the ions C60

+ and C60
2+. The analysis shows that the dominant contribution in the giant 

resonance for the total cross sections is due to the ionization from the 6g (nearly 50 per cent of the 
total cross section) and the 5f (about 30 per cent) shells with some contribution from the 4d and 2s 
shells. Note that the most outer shells (10m σ- and 6h π- orbitals) practically do not contribute into 
the giant resonance cross section. The physical nature of the resonances is collective mode of 
electron excitation and identical for all fullerenes: these giant resonances are due to correlations 
between σ- and π- orbitals. When the contribution of σ- orbitals is excluded in the calculations then 
resonance disappears, so the appearance of this resonance is related to σ- electron densities. The 
photoionization cross sections calculated in the present work fulfill the sum rule for all fullerenes 
under the consideration, so in contrast to the previous calculations [2] they are not scaled by any 
factor. 
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The comparison with experimental data [1] shows that the position and shape of resonance 

are in rather good agreement with experiment while the absolute value of cross section differs very 
significantly. The latter is related to the point that the present calculations give the total 
photoionization cross section while the experiment measured only one single photoionization 
channel. 
 

This work is supported by INTAS (grant No 03-51-6170) and Swiss National Scientific 
Foundation (SNSF IB7420-111116). 
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Figure 1: The calculated total photoionization cross sections of the fullerene ions C60
+ 

(solid line) and C60
++ (dashed line). 
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The results of the numerical analysis of inverse spectral problem for mono-photonic electronic 
spectra of C60 fullerene obtained with realistic electron correlation potentials are reported. The 
spectra of C60 are calculated in the framework of extended Hubbard model by a symmetry adapted 
configuration interaction method [1] using the set of about 200 mono-excitations.  

 
Electron correlation potential in the approach is parameterized by Ohno functional modified by 

Harigaya and Abe [2] where dielectric screening of the long-distance electron–electron interaction 
of Coulomb type is introduced via independent parameter. It allows to scale the Hamiltonian 
persisting only two optimized values: the Hubbard one-center parameter determining the magnitude 
of overall electron–electron interaction, and screening parameter that defines the contribution of 
long–range interaction. The both values are optimized for C60 fullerene with respect to the 
consistency of calculated dipole-active transitions with experimental absorption spectra [3] in the 
spectroscopic range of 2 – 6 eV. 

 
It is shown that simultaneous consistence of transition energies and intensities is of 

contradiction character. A quantitative criterion and original optimization procedure are proposed 
taking into account relative importance of both spectral characteristics. From the viewpoints of the 
obtained results the origin of the low-frequency peak in the C60 absorption spectra is discussed. The 
possible directions of yielding a better consistency are: (i) using more suitable functional form of 
the electron correlation potential; (ii) including double or higher excitations in the configuration 
interaction schema; (iii) modification of one-electron part of the model Hamiltonian. 
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We have performed high resolution measurements of emitted photoelectrons from the valence shell 

of C70, in the gas phase but also in an amorphous solid formation, in order to derive branching ratio 

and partial cross sections of the two highest molecular orbitals HOMO and HOMO-1. The 

experiments have been performed at the beamline BW3 at HASYLAB (DESY) using 

monochromatized synchrotron radiation and time-of-flight (TOF) detection of photoelectrons. The 

comparison between the two phases shows an interesting and unexpected difference. The ratio 

between the corresponding HOMO and HOMO-1 levels, which exhibits photon energy dependent 

oscillations in both cases, shows an offset of 0.5 for the gas phase measurements compared to the 

solid state data. In contrast to the case of C60[1], the latter one are constantly lower for all energies 

between 25 and 270 eV. Theoretical calculations performed within the LCAO approximation show 

good agreement for both data sets, if one assumes, that in the gas phase the (+16a´)-orbital is 

unoccupied. This behavior is attributed to the small orbital shift upon adsorption.  
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Fullerene C60 is considered as an ideal building block for novel molecular devices due to its 
nearly spherical symmetry and high affinity. Strong electron–lattice interaction and high icosahedral 
symmetry are thought to play a key role in the formation of the physical properties of alkali metal 
fullerides ANC60, which range from insulating to metallic and even to superconducting [1]. In these 
compounds the fullerenes are in multi-charged anionic forms N−

60C  with N extra electrons, which 
partially fill the threefold degenerate lowest vacant molecular orbital t1u . The coupling of the 
degenerate electronic states with certain vibrational modes of the molecule leads to a lowering of 
the total energy because of spontaneous molecular distortion appearing in Jahn-Teller effect [2]. 

 
We report on the results of theoretical study of static Jahn-Teller ground state splittings in 

icosahedral N−
60C  (N=1, 2, 3, 4) fullerene anions with different parameterizations of electron-electron 

interaction [3]. Multi-electronic states of anions were determined within a quasy-π-electron model 
by the symmetry adapted configuration interaction method for two active spaces of t1u and t1u+t1g 
molecular orbitals [4]. Electron–lattice interaction is taken into account in a framework of Su–
Schrieffer–Heeger model by linear dependence of the neighbor site resonance integrals on the 
corresponding length change. The calculations are performed with electron correlation potentials of 
two types: long-range Ohno and short-range Hubbard potentials. Contrary to the case of short-range 
electron repulsion the inclusion of long-range correlation can essentially change the features of the 
Jahn–Teller splittings. The influence of the active space expansion to t1u+t1g on long-range electron 
repulsion is shown as a change of ground state multiplicity in distorted fullerene dianion. The 
correlation effectively damps electron–lattice interaction favoring the electron delocalization thus 
destabilizing deformations. The obtained results confirm the Jahn–Teller nature of anions with 
charges of –2 and –4 providing good agreement with known theoretical [2] and experimental [5] 
data. 
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Figure 1: A cross section of the catalytic nanoparticle and the nanotube with the 
schematic representation of the carbon flows. 
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Size selected nanoclusters of such metals as Ni, Fe, Co are widely used as catalysts in the 
chemical vapor deposition (CVD) techniques of production of carbon nanotubes [1]. The 
characteristics of the nanotubes as well as the parameters of their growth are closely related to the 
size and properties of the catalytic particles [1]. Despite of intensive studies the physical mechanism 
responsible for the catalytic action of the nanoclusters leading to the nanotubes growth is not yet 
known.  

 
We have developed a kinetic model describing the process of catalytically assisted growth 

of carbon nanotubes. The model describes the flow of carbon atoms starting from the catalytic 
decomposition of the feedstock molecules at the surface of the nanocluster and ending at their 
embedding into the nanotube. In the figure we show a cross section of the nanocluster and the 
nanotube with the schematic representation of the carbon flows which are accounted for by the 
model.  

 
 
 
 
 
Feedstock molecules are decomposed on the catalytically active part of the nanocluster 

surface, which is exposed to the environment and not screened by any additional inactive layers 
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(region “c”). The carbon atoms from this region diffuse (either along the surface or through the bulk 
of the cluster) into the other parts of the cluster. We single out the growth region from which the 
atoms embed themselves into the nanotube walls (region “g”) and the near-surface region inside the 
nanotube (region “b”). From the region “b” carbon atoms can reach the growth region by surface or 
bulk diffusion or they can evaporate. Some of the evaporated atoms are deposited on the nanotube 
walls and reach the growth region by surface diffusion. We also account for the possibility of 
decomposition of the feedstock molecules directly by the nanotube walls.  

 
Thus, we present a model comprehensively describing the kinetics of the nanotube growth. 

The model allows one to predict with a reasonable accuracy the distribution of carbon within the 
catalytic nanoparticle, the relative importance of various carbon fluxes, the nanotube growth rate, 
etc. The diffusion coefficients, activation energies for embedding into the nanotube, etc. are the 
input parameters for the model thus allowing one to test various ideas on mechanisms and scenarios 
of nanotube growth. 

 
We acknowledge partial financial support from European Commission (project EXCELL). 
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SINGLE WALLED CARBON NANOTUBES OF DIFFERENT CHIRALITIES 
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Max-von-Laue Str. 1, 60438 Frankfurt am Main, Germany 
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We systematically study carbon nanotubes of various chiralities and their structures and stabilities 
to understand how the chirality influences the binding energy of nanotubes as well as the structural 
details like average bond length. Both ab initio and molecular mechanics methods are used for the 
investigation. The ab initio density functional theory (DFT) calculations are performed with the use 
of Gaussian 03 software package [1] and the molecular mechanics calculations are performed with 
the use of NAMD software package [2]. The results obtained through these studies are used for a 
better understanding of the growth mechanism of carbon nanotubes [3, 4]. The mechanism which 
controls the growth of a nanotube of desired chirality is poorly understood. Our studies can be used 
for the theoretical investigation of the dependence of growth of carbon nanotube on its chirality.  
 
The following figure explains the concept of the chirality of a nanotube by depicting how a 
nanotube of certain chirality, characterized by two integer numbers n and m, can be constructed 
from a graphite sheet. The figure shows the structure of a chiral nanotube, corresponding to n=7 and 
m=4, being a typical conductive nanotube. 

 
Figure 1: (a) Chirality vector shown in a graphite sheet; (b) The nanotube formed after folding  the 
graphite sheet in figure-(a) along the chirality vector. 
 
This work was supported in part by INTAS (project No 03-51-6170), by EU through the EXCELL project 
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